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Abstract
In 2016, a large North American university was sub-
ject to a significant crypto-ransomware attack and did
not pay the ransom. We conducted a survey with 150
respondents and interviews with 30 affected students,
staff, and faculty in the immediate aftermath to under-
stand their experiences during the attack and the recov-
ery process. We provide analysis of the technologi-
cal, productivity, and personal and social impact of ran-
somware attacks, including previously unaccounted sec-
ondary costs. We suggest strategies for comprehensive
cyber-response plans that include human factors, and
highlight the importance of communication. We con-
clude with a Ransomware Process for Organizations dia-
gram summarizing the additional contributing factors be-
yond those relevant to individual infections.

1 Introduction

In the Fall of 2016, a large North American university
was subject to a crypto-ransomware attack. The attack
occurred just before the start of the exam period and
coincided with major national scholarship application
deadlines. The malware compromised Windows com-
puters accessible from the university’s main network dur-
ing off-hours, infecting computers that were powered on
and propagated through the network overnight.

Exact details of the attack were never made public
(and cannot be disclosed here), but the attack impacted
many computers belonging to research groups, academic
departments, and all levels of university services.

Initially described by the university as a “network in-
terruption”, most of the university’s computer systems
were temporarily shutdown or taken offline to contain
damage. The university did not pay the demanded ran-
som of 39 bitcoins (approximately $38,000 at the time)
to release the encrypted files.

Immediate recovery efforts took several days, with the
productivity impact being felt by users for weeks post-

attack.
Most current ransomware falls under one of two gen-

eral categories: lockers/blockers, which focuses on dis-
abling resources such as denying access to the device,
and crypto, which encrypts data files on the infected
device and withholds access to the decryption key. In
both cases, the attackers request ransom to regain ac-
cess [19, 38]. In this paper, we primarily concentrate on
crypto-ransomware, as was used in this incident.

There is a significant rise in ransomware infections
within organizations [18, 29]. Given the prevalence of
this threat, it is critical that we understand its impact on
organizations. The technical tasks in the aftermath of
such an attack such as containing the threat and returning
the systems to a functional state are clearly of vital im-
portance, but an attack of this scale also has significant
impact on the individuals within the organization. Our
aim was to understand the immediate and longer-term
impact of this incident on end-users in hopes of learning
how organizations can better prepare and respond. As re-
searchers, we were not involved in the recovery efforts;
our intention was to learn from the incident as third-party
observers, not to assign blame or criticize. Rarely do we
have the opportunity to conduct research studies with a
large number of victims of cybercrime in the immedi-
ate aftermath of the incident; we believe that the time-
sensitive data collected here offers valuable insight.

We conducted a survey with 150 respondents and in-
terviews with 30 affected students, staff, and faculty to
understand their experiences during the attack and the re-
covery process. Our main contributions are: (1) analysis
of the technological, productivity, and personal and so-
cial impact of ransomware attacks, including previously
unaccounted secondary costs, (2) strategies for the devel-
opment of a comprehensive cyber-response that include
human factors and highlights the importance of com-
munication, and (3) a refined Ransomware Process for
Organizations diagram summarizing the additional con-
tributing factors beyond individual infections.
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2 Background and Related Work

Although the first instances of ransomware can be traced
back approximately 30 years, the surge in modern ran-
somware began in 2005 [19, 33], with a dramatic in-
crease in prevalence [27] and research attention since
2015. A 2018 literature survey and taxonomy by Al-
Rimy, Maarof, and Shaid [2] offers a recent overview of
the research landscape, while Scaife, Traynor, and But-
ler [35] present a great introduction to the subject.

Technical Efforts: Most of the research has focused
on the technical aspects of ransomware. Several proac-
tive or preventative techniques have recently been been
proposed, such as UNVEIL [20], ShieldFS [8], Crypto-
Drop [34], and PayBreak [22] which operate at the oper-
ating system and filesystem levels to detect and correct
suspicious activity, or FlashGuard [16], which uses the
firmware-level recovery properties of solid state drives
(SSD) to recover without explicit backups. Among oth-
ers, some have worked on improving detection by de-
vising new techniques for identifying obfuscated bina-
ries [26] and for automated behavioral analysis to extract
footprints [7] to identify ransomware and other malware.

Organizational Considerations: If the malware is
correctly implemented, recovery once systems have been
infected is largely a matter of re-imaging and restoring
from backups [35] since decryption is infeasible. Even
if successful, this process is usually slow and painstak-
ing [40, 41], and is only as reliable as the latest back-
ups. It can leave organizations with significant down-
time, productivity loss, and revenue losses [24, 29]. Ac-
cording to Sophos, the median cost to organizations
for recovering from a ransomware attack in 2017 was
US$133,000 [38]. Kaspersky Labs [18] report that 47%
of medium-sized business spend several days to restore
access to encrypted data and 25% spend several weeks.

In the absence of backups or if the backup files are also
encrypted, the victim may have little choice but to pay
the ransom in hope to that decryption key will restore the
affected files. The decision of whether to pay the ransom
is contentious [9,24]. Statistics relating to how much and
how often victims pay the ransom are unreliable given
that there is no onus to report such actions. Estimates
range from 25% to 65% [10, 15, 29]. Organizations are
increasingly targeted, particularly by malware designed
to quickly spread across networks, and are proportionally
being demanded to pay larger ransoms [29]. The most
common expert advice to organizations is to not pay the
ransom [9, 10, 17, 24, 31], but others suggest that paying
the attacker may be worth the risk since, without the de-
cryption key, organization could further suffer from lost
productivity and expenses spent on recovery [41].

Human Involvement: Other work highlights that ran-
somware prevention, mitigation, and recovery require a

socio-technical approach including active involvement of
users through appropriate security practices [37]. Luo
and Liao [23] recommend that prevention of ransomware
threats in organizations should focus on awareness edu-
cation for both upper management and employees.

In a personal account of dealing with ransomware [3],
Ali defined a “ransomware process” that starts with in-
fection and the victim recognizing the problem through
the loss of functionality/data. The victim decides
whether to pay the ransom, leading to functionality/data
being returned or possibly lost for good. In some cases,
the attackers offer an extension or increase the ransom,
returning to the payment decision process. Although this
is a good general illustration of the ransomware response
process, this simplified decision tree does not take into
account ransom decisions made by business and organi-
zation and how end-users fit within this process.

While there are clear human consequences to ran-
somware attacks, research including users is limited. Re-
demption [21], a recent OS protective mechanism requir-
ing user input on whether to terminate suspicious pro-
cesses was found to have acceptable usability. Forget
et al. [12] describe the circumstances surrounding a ran-
somware infection observed during a longitudinal study,
but this was not the focus of their work.

Shinde et al. [36] conducted a survey with 23 Dutch
end-users and interviews with 2 ransomware victims.
Their results suggest that payment by victims to attackers
is very low due to the victims’ distrust of the attackers.
Furthermore, poor technical knowledge of the payment
methods may create barriers for victims intending to pay
the ransom. Additionally, the survey suggests low aware-
ness of ransomware in corporate settings and that users
rely on IT departments for malware prevention and attack
response. In reality, however, interviewed victims relied
on colleagues for help and continued to be unaware of
possible mitigation strategies after the attack. The study
offered an interesting preliminary look into end-users’
experiences and perceptions of ransomware, but a larger
sample size is needed to confirm the results.

Given the limited research involving users, we seized
this opportunity to collect time-sensitive data in the im-
mediate aftermath of a 2016 ransomware attack.

3 Our Approach

We conducted two studies to understand the impact of
this attack on end-users: an online survey with 150 par-
ticipants (“respondents” hereafter) and interviews with
30 participants (“interviewees” hereafter) who were per-
sonally affected by the attack. Participation was open to
all university students, staff, and faculty members.

Participants were recruited through posters, emails,
and social media. The purpose of the study was dis-



closed as “to understand the effects of the campus-wide
‘network interruption’ on the university community”. To
ensure accurate recollection of the events, we collected
data within six weeks of the initial attack. Both studies
were cleared by our institution’s Research Ethics Board.

4 Survey Methodology

We conducted an anonymous online survey, hosted by
QualtricsTM with 90 females and 60 males (n = 150),
having an average age of 35.6 years. Respondents con-
sisted of students (38%), university staff (31%), and fac-
ulty members (13%) from a wide range of academic
backgrounds; 25% of respondents have a technical back-
ground. Most respondents (77%) used devices with a
Windows operating system on campus; some used Mac
(13%), Linux (8%), or other types (2%) of systems.

We iterated the survey questions and pilot tested them
with colleagues. The survey (see Appendix B) consisted
of multiple choice, 5-point Likert-type questions, and
open-ended questions. It reconstructed and retroactively
assessed participants’ thoughts, emotions and behaviours
during the attack; their post- and pre-attack security prac-
tices; and their impressions on how the university man-
aged the situation and how its emergency protocols for
cyber-attacks can be improved. The survey was done on
a volunteer basis and took approximately 30 minutes—
they were not compensated for their participation.

The researchers summarized quantitative responses
using descriptive statistics. We verified that the skew-
ness and kurtosis was within ±2, which are acceptable
values for normal univariate distributions [11]. Addition-
ally, we tested whether there are differences in the data
collected from respondents with and without technical
backgrounds. Responses to open-ended questions were
analyzed using Inductive Qualitative Analysis [6]. Dur-
ing the round-1 of coding, one author open-coded qual-
itative survey data. Codes were identified based on an
inductive approach where the meaning of the codes are
strongly linked to the data [30]. For example, one re-
spondent described how he felt after finding out about
the attack: “I was pretty upset that [the university] had
not communicated the issues through email or a website
update”. The response was initially coded as Upset. Dur-
ing round-2 of coding, two authors worked together to
review and refine the codes, merging codes with similar
meaning. For example, Round-1 of coding of a question
about prominent feelings during the attack generated 19
codes, which were later reduced to 15 after Round-2. For
instance, the code Upset was merged with Angry to cre-
ate the concatenated code Upset/Angry. After assigning
the codes, they were treated like other nominal or cate-
gorical data. Where appropriate, the frequencies of dif-
ferent responses were counted and reported.

Figure 1: Technological impact on individuals.

5 Survey Results

When reporting the survey results, Likert-scale data is
presented with means and standard deviations, where 5=
most positive and 1 = most negative.

5.1 Impact
We inquired about the direct impacts of the incident to
gain a sense of the magnitude of the event. We note that
this was a voluntary survey and users who had been di-
rectly infected were probably more likely to respond.

Technological impact: Figure 1 summarizes the re-
ported effects of the attack on users. Most severely, 43%
of respondents reported that their work (n = 56) and per-
sonal computers (n = 8) had been infected, and the ma-
jority reported disruptions of varying severity; only 15%
(n = 22) were reportedly unaffected by the incident. In
total, 31% (n = 47) of respondents said they experienced
some type of data loss during the attack, which 25%
(n= 37) are personal or work related: 16% (n= 24) were
able to recover it through backups and 15% (n = 23)
experienced permanent data loss. Restoring access to
essential services/computers reportedly took more than
three days for the majority 64% (n = 96) of respondents;
however, 25% (n = 37) had services/computers restored
within a day and 12% (n = 18) did not lose access at all
or did not use the affected resources and services. We
also asked respondents to estimate the magnitude of the
attack. Responses highlight some of the confusion sur-
rounding what was really happening on campus. Esti-
mates ranged from 5 to 50,000 infected computers, with
a median response of 500.

Personal and social impact: Other impacts on re-
spondents included the loss of productivity and time
for restoring files and resources, and emotional effects,
such as stress. Figure 2 captures the emotional impact
of the attack on respondents as summarized from an



Figure 2: Prominent emotional impact on individuals.

open-ended question. Prominent feelings evoked by the
cyber-attack were “worried” and “concerned” about per-
sonal and work data, “frustrated” and “annoyed” about
the loss of productivity and poor communication, and
“shocked” and “surprised” that a large university could
be breached. Respondents said data loss was their great-
est fear during the attack (n = 51). This is followed
by the fear of unauthorized access or theft of personal
and financial information (n = 38). Some were con-
cerned about negative consequences of lost productivity
(n = 27), such as missing deadlines, and others worried
about infected/encrypted computers (n = 17).

5.2 Risk Perception
One side-effect of such incidents is individuals’ shaken
confidence in the organization and increased risk percep-
tion. When asked, 57% of respondents (n = 86) believed
the university could have prevented the attack. Most re-
spondents said they were not worried about cybersecurity
attacks before the incident (M = 2.5, SD = 1.2), but their
worry increased after the attack (M = 3.5, SD = 1.1).

We now report on a series of questions relating to re-
spondents’ risk perception before, during, and after the
attack. Respondents felt least vulnerable before the at-
tack, followed by a sharp spike in concern during the
attack. In the weeks following the attack, the level of
concern dropped but respondents remained wary or un-
sure, pointing to the lingering effects of such incidents.

Likelihood of compromise: We first asked about the
likelihood of compromise for various services, data, and
computers, on a scale of 1 = very unlikely to 5 = very
likely. Results are summarized in Figure 3. Before the
attack, all services, data, and resources were perceived
as unlikely to be compromised (M = 2.1 to 2.6). Natu-
rally, the perceived likelihood of compromise was high-
est during the attack (M = 2.5 to 4.2), with all univer-
sity resources perceived as vulnerable. The perceived
risk reduced somewhat after the attack (M = 2.7 to 3.8)

Figure 3: Mean perceived likelihood of compromise for
resources at three time points. (5 = most likely)

but remained above neutral for all university resources.
The two resources not managed by the university, mo-
bile devices and personal computers, were considered
least vulnerable, suggesting that respondents attributed
the increased risk directly to the organization’s resources
as opposed to generally increasing their wariness.

Prior work on users’ computer security behaviour in
an organizational context suggests that users’ behaviour
relating to secure choices is based on users’ perception
of the risk [4, 28]. In this incident, respondents viewed
the attack and associated risks as directed at the uni-
versity rather than individual users. The implication of
the perceived negligible risk to individual users suggests
that large-scale cyber-attacks on organizations may not
significantly change end-users’ security behaviour in the
long term. We elaborate on the effect of the attack on
end-users’ security behaviour in Section 5.3.

Confidence in security measures: Respondents’ con-
fidence in the university’s ability to protect their data on
the university network was somewhat confident before
the attack (M = 3.8, SD = 1.1), doubtful during the at-
tack (M = 2.5, SD = 1.2), and nearly neutral (M = 2.8,
SD = 1.3) post-attack. Following a similar pattern, re-
spondents felt secure connecting to the university’s wire-
less network before the attack (M = 4.0, SD = 1.1), inse-
cure during the attack (M = 2.1, SD = 1.1), and neutral
post-attack (M = 3.0, SD = 1.2).

To mitigate risks, respondents said they were likely to
follow the security advice from the university’s comput-
ing services; and this remained largely constant before
(M = 3.9, SD = 1.1), during (M = 4.2, SD = 1.1), and
after the attack (M = 4.1, SD = 1.1).

5.3 Security Practices

We asked respondents about their security practices be-
fore, during, and in the weeks following the attack to
determine whether the attack influenced their practices.



Figure 4: Security measures taken within 24hrs.

Respondents’ primary security practices prior to the
attack were backing-up files (n = 56) manually or au-
tomatically (e.g., saving on a network drive backed up
by the university daily), avoiding clicking on suspicious
links or files (n = 36), using security software such as an
antivirus (n = 34), using strong passwords (n = 26), and
periodically changing passwords (n = 23). Twenty-one
percent (n = 32) said they had no personal security prac-
tices and relied entirely on the university’s computing
services for securing their computers. For context, we
note that all university-managed computers run antivirus
software, but some groups opt to manage their own sys-
tems, and individuals may also use their own computers
on campus. Among other security measures, the univer-
sity also had a relatively stringent password policy.

Respondents reported a clear increase in “emergency”
measures to protect resources in the 24 hours after the at-
tack, often at the cost of productivity. Figure 4 shows the
most common actions were disconnecting from the wire-
less network (n = 111), avoiding university services (n =
101), turning off Windows computers (n = 95), chang-
ing passwords (n = 94), disconnecting from the wired
network (n = 78), and backing-up data (n = 56). Some
engaged in running (n = 41) and updating (n = 31) an-
tivirus software, and turning-off mobile devices (n= 31).
A few respondents using Mac (n= 23) and Linux (n= 8)
operating systems also turned off their computers.

In the longer term, security practices of 42% (n = 63)
of respondents were unchanged by the attack. Others
backed up data more frequently (n = 24), avoided sav-
ing on local drives (n = 16), changed their passwords
(n = 15), and made other small changes (n = 32). There
was a slight increase in respondents’ rate of data backup,
with 73% (n = 109) backing-up at least once a month
after the attack compared to 66% (n = 99) prior.

We asked whether the incident had encouraged re-
spondents to learn more about cybersecurity; most were
indifferent (M = 3.3, SD = 1.0). Respondents felt that
this rather significant incident was ‘something that hap-
pened’ which was out of their control and saw little need
to increase their cybersecurity knowledge in response.

Figure 5: Source of “network interruption” notification.

5.4 Communication
We asked respondents when and how they learned about
the attack. Sixty-nine percent of participants said they
first learned about the “network interruption” (as it was
initially called) before noon on the day of the attack
(n = 104). The rest found out later that day (n = 27),
or could not precisely recall (n = 19). Figure 5 shows
how users first discovered the “network interruption”.
The majority were informed through word-of-mouth or
through the news and social media. Only 12% (n = 18)
said they were first notified officially by the university.

Many respondents were somewhat dissatisfied with
the official university communications during the attack
(M = 2.6, SD = 1.3). In particular, they felt the infor-
mation provided did not address their specific concerns
(M = 2.4, SD = 1.3), and reassured them only a lit-
tle (M = 2.1, SD = 1.2). They found the communica-
tion somewhat confusing (M = 2.4, SD = 1.3), and felt
it neither decreased (M = 2.2, SD = 1.2) nor increased
their worry (M = 2.4, SD = 1.2). The information did
not help respondents understand what they should do
(M = 2.6, SD = 1.3), or inform them of preventive steps
they should take in the future (M = 2.3, SD = 1.2).

During and after the attack, half of respondents at-
tempted direct communication with the university’s IT
staff for information. Respondents reported in-person
communication (n = 35), email (n = 27), phone calls
(n = 41), and leaving voice messages (n = 19). The
remaining 49% (n = 73) of respondents had no direct
communications with the IT staff. Respondents tried a
variety of methods to stay informed, primarily relying
on word-of-mouth. Sixty-seven percent (n = 97) said
they acquired information from friends, fellow students,
faculty, or other colleagues. Social media (n = 87) and
mainstream news (n= 59) were also frequent sources. To
access official details, respondents checked the univer-
sity’s website (n = 81), read emails from computing ser-
vices (n = 70), received updates from their departments
(n = 67), and checked internal IT websites (n = 16).

Only 10% of respondents (n= 15) believed the univer-
sity managed the situation surrounding the attack well



and their most frequent concerns surrounded commu-
nications. Forty-eight percent of respondents (n = 72)
believed that communication during and after the at-
tack could be improved, and that there is a need for a
clear cyber-attack emergency response and communica-
tion plan. Respondents offered specific suggestions, but
generally, they simply needed more information, more
frequently. Fifty-nine percent (n = 89) believed the sit-
uation should have been made public immediately or as
soon as possible, instead of masquerading as a “network
interruption”. Within internal communication, respon-
dents wanted clear details about the problem (n = 31),
specific and consistent instructions about what to do
(n = 21), more frequent updates (n = 15), and over-
all improvements to the emergency notification system
(n = 15). Respondents expected a median of 5 status up-
dates per day during the first 24 hours after an attack,
twice per day for the next few days, and once a week
during the following weeks.

5.5 Paying the ransom

When asked about the maximum ransom the university
should pay, 55% percent (n = 83) of respondents said
that the university should pay $0. Of those who felt a
paying might be appropriate, maximum values ranged
from $100 to $1,000,000. In related Likert-scale ques-
tions, most reiterated that the university should not pay
the ransom, neither for unlocking all of the infected com-
puters (M = 1.8, SD = 1.2), nor for unlocking only com-
puters that contained important files (M = 2.0, SD= 1.4).
Respondents were against paying the ransom because
they were unsure whether the attackers would unlock the
files (M = 3.1, SD = 1.3). However, if the university did
not pay, many were also uncertain whether the university
could recover lost data (M = 2.8, SD = 1.3).

5.6 Technical vs. non-technical users

Using Welch’s t-tests, we did not find a significant effect
in most cases between the respondents with and with-
out technical backgrounds, except on 5 survey questions:
non-technical respondents felt significantly more secure
connecting to the university’s wireless network before
the attack (t(56) = −2.62, p < 0.05). Non-technical re-
spondents were significantly more likely to follow rec-
ommended protective advice before (t(52) =−2.52, p <
0.05), during (t(52) =−2.6, p < 0.05), and after the at-
tack (t(51) =−2.95, p < 0.005). Lastly, the information
received from the the university was significantly more
confusing to non-technical users than those with techni-
cal backgrounds (t(70) =−2.56, p < 0.05).

5.7 Survey summary

Our survey results revealed two main dimensions of the
attack’s impact on respondents from the affected orga-
nization. First, the majority of the university commu-
nity suffered technological disruptions that ranged from
temporary loss of access to permanent data loss. The
majority of respondents who lost access to essential ser-
vices/computers lost more than three days of productiv-
ity. This is an indirect cost that is difficult to quantify,
particularly when also considering the impact on stu-
dents. Second, we identified that a crypto-ransomware
attack on an organization has a great personal and so-
cial impact on its end-users. The strong negative feelings
described by our respondents suggest that the personal
and social implications of such incidents are as signifi-
cant and noteworthy as technological ones.

Our respondents’ risk perception before, during, and
after the attack suggests that an attack on an organization
increases users’ perceptions of risk relating to the organi-
zation during the attack, yet it has marginal effects on the
perceived risk of personal resources/computers. Our sur-
vey results confirm prior research [28]; perceived suscep-
tibility to risk is a likely determinant for users’ computer
security behaviour. Most security behaviour changes we
observed were “reactive” rather than “proactive” and oc-
curred within 24 hours of the attack. Our results suggest
that most users are unlikely to change their computer se-
curity behaviour in the long-term because they believe
cyber-security attacks on organizations are out of indi-
vidual users’ control.

In the event of a cyber-attack, our respondents iden-
tified that communication is paramount to an effec-
tive cyber-attack response. The quality, frequency, and
promptness of information disseminated affected respon-
dents’ perceived competency of the organization and
overall satisfaction as a university community mem-
ber. Without an effective communication plan, informa-
tion may propagate informally through word-of-mouth,
which could lead to miscommunication and confusion.

6 Interview Methodology

We audio-recorded semi-structured interviews with 14
students, 13 staff, and 3 faculty members (n = 30). We
recruited as widely as possible, making sure to reach fac-
ulty, staff, and students across the entire campus through
appropriate mailing lists, social media posts, and posters.
From all who came forward, we interviewed all faculty,
staff, and students who were directly affected. We also
interviewed several users who were indirectly affected
until we were repeatedly hearing very similar responses.
Seven respondents had a technical background. Inter-
views were conducted in-person in a private area on cam-



pus. Interviewees were asked to reconstruct their atti-
tudes and experiences with the attack, and changes in
their security practices following the incident. The in-
terview guide is available in Appendix A. Interviews
lasted approximately one hour each and interviewees
were compensated $20. The research team transcribed
the audio recordings. We omitted all identifying infor-
mation (e.g., names, department) from the transcriptions,
and assigned anonymous usernames. Interviewee user-
names contain a letter identifying the interviewee’s role
within the university (F = faculty, S = staff, G = grad-
uate student, U = undergraduate student) followed by a
randomly allocated sequential number (e.g., F2, S11).

We used inductive thematic analysis [6] to analyze the
interview data, similar to prior qualitative studies in this
area [13, 39, 42, 43]. The first author conducted open-
ing coding of the transcripts using ATLAS.ti, generat-
ing on average 40 noteworthy excerpts per transcript and
an initial list of 146 codes. To facilitate analysis, codes
were organized into 25 categories describing common-
alities between codes. For example, 5 codes that de-
scribed interviewees’ worries, such as missing deadlines,
infecting computers, deleting data, stealing information,
and safety were categorized as ‘fears’. Two researchers
worked to refine and merge codes, resulting in a final
list of 137 codes. To increase the reliability of the anal-
ysis, the second researcher conducted open coding in-
dependently for 30% of the transcripts (i.e., 10 partic-
ipants, distributed across different demographics) using
the established code list. A Cohen’s Kappa (k) test found
good agreement between the two researchers’ analysis,
k = 0.82 (95% CI, 0.80 to 0.85), p < 0.005. The two re-
searchers met to resolve any disagreements, coming up
with a mutually agreeable set of codes for the excerpts.
Following this process, the first researcher independently
verified the remaining excerpts following the collabora-
tively established codebook. From these, main themes
were extracted along with representative quotes.

7 Interview Results

The interviews offered opportunity for more in-depth ex-
ploration of the issues mentioned in the surveys. We
present the results organized by general theme, aligning
with the survey where appropriate for easier comparison.

7.1 Impact
Our interviewees’ accounts of the impact of the ran-
somware attack on individuals were both technological
(e.g., blocking access to email) and emotional (e.g., caus-
ing stress). We identify the loss of access to resources
(technological), productivity, and morale (personal and
social) as the three overarching effects of the attack.

7.1.1 Technological Impact

Individuals with infected computers obviously felt the
largest impact and describe the helplessness experienced
at the inability to access any of their data. According to
one graduate student, all 14 computers in their research
lab were infected. Attempts to access files on the infected
computers led to the infuriating ransom message “we can
help” (G1). A faculty member describes his reaction at
seeing years of work become inaccessible:

F3: [I had] all my work [on Dropbox], about fif-
teen years of work, and I was trying to get on
with grading and stuff and I couldn’t because they
were all encrypted. It slowly started turning all
the files into encrypted files at home as well. Then
I realized this thing was not going to stop [...].

Interestingly, the impact for many people resulted as
much from the emergency measures necessary contain
the infection as the actual attack. “Pretty much every-
one was impacted in some way [...] whether it’s being
not able to use a computer or not being able to use some
service”, explained an IT staff (S14). Interviewees iden-
tified that inability to access files, WI-FI, and the univer-
sity’s online resources such as the student learning and
management systems and email servers were the worse
consequences. Many lost their primary means of com-
munication both internally and with the outside world
(who were unaware that their email messages were not
received); others could not find alternate contact infor-
mation for university members because it was posted on
inaccessible services (e.g., university website).

The incident was “really messy for students [because]
it was the final week before exams, and everyone was
trying to submit their final assignments” (S6). A student
added, “first, I needed the Internet to enter the database
of the library to work on my paper. Second, we needed
to submit online. Both of them were a problem” (U6). A
staff from student services believed that “students were
deeply affected.” Scholarship applications were due, and
“they weren’t able to get transcripts [...]. We were try-
ing to get all of these files together for students, and we
couldn’t get anything” (S2). Similarly for other staff, “all
the files that were regularly used. . . were inaccessible”
(S14). A faculty recounted, “I couldn’t get into any of
my work files; I couldn’t work on my lecture; I couldn’t
do my Powerpoint; I couldn’t get into email. I couldn’t
do anything at the university” (F2).

Interviewees said they lost access to both online and
offline resources, such as physical workspaces normally
reserved online. They saw “a mass exodus” on the day of
the attack due to a lack of access to necessary resources
(S11). University staff were eventually sent home and
many students left campus to work.



7.1.2 Productivity Impact

Interviewees with infected computers spent significant
time recovering data from backups or other sources. As
a faculty described, data “had to be rescued from any
source we could find” (F1). Interviewees retrieved data
from network backups, external backups, cloud services,
email attachments, and copies from other people. How-
ever, data recovery was neither easy nor up-to-date. For
example, infected computers were re-imaged and re-
stored from the university’s network backups, but “the
stuff stored on the network. . . was about a month old. . . ”,
said a graduate student. Additionally, “any files that were
open at the time of the backup wasn’t backed up” (G1).
Interviewees also told cautionary tales about automatic
file syncing across devices; several (G1, S11, S7, S10,
F3) described that auto-syncing/backups “turned into a
nightmare” as the infected files quickly “polluted” other
devices. In one account, a staff described a colleague’s
ordeal: “his files were corrupt on his system and that was
feeding to Dropbox and all these other people linked to
his Dropbox were getting corrupted files” (S11). Eventu-
ally, the colleague was able to recover through Dropbox.

Participants also described losses of valuable produc-
tivity tools and resources, including “all desktop short-
cuts” (S1), “400 bookmarks” (S11), and carefully drafted
email templates: “I’ve been working on [my email tem-
plates] for two years”, a staff said, “I had a reply for al-
most everything a student could ask. I had these beautiful
long emails with everything that a student could possibly
need and I lost all of it” (S2). Affected participants were
“frustrated” and “annoyed” that “there’s nothing [com-
puting services] could do” (S2) because these items were
not saved on the network backups. Weeks after the inci-
dent, many were still feeling the aftermath of the attack:

S1: Even now I still run into issues. . . just when I
need things, all of sudden it is not working prop-
erly. So I am still constantly calling [computing
services] and saying “Ok, I had this folder, it isn’t
there now”. There are tons of little things like
that. . . your work days are interrupted and you are
not working at the same pace or being able to ac-
complish as much as you’d like because you’re on
the phone for an hour with [computing services].

Several interviewees believed that the significant loss
in productively is an under-estimated impact of ran-
somware infections. A staff argued, the attack “cost the
university in lost productivity far more than they could
have paid out for ransom” (S3). Productivity costs “may
be invisible in a university”, said a faculty, but they
are nevertheless big costs (F1) which included delays
in research outcomes. As another example, a second
faculty (F2) describes losing all teaching materials for

the upcoming semester and having to spend weeks re-
developing these rather than working on an upcoming
book and research.

Even those without infected computers suffered loss
of productivity. Many interviewees said they lost at least
several days to a week of productivity during “one of
the busiest months of the year” (S2). The attack “de-
layed every due date”, and it was “really tough to catch
up (S2). A direct impact was the inability “to do our
jobs without having connectivity to the Internet and all
the applications that [the university] uses and subscribes
to” (S9). With no instructions of what to do, staff “kept
their front lines open” (S8), but others describe idle time
since they could not accomplish any of their regular tasks
(S2, S4, S8); we were basically “paralyzed”, said an-
other (S9). Students similarly described an inability to
complete homework, collaborate, and study in the days
prior to exams (e.g., “One of my classes was online, so I
wasn’t able to watch the lectures” (U4)).

7.1.3 Personal and Social Impact

Interviewees described the personal and social effects of
the experience that led to poor morale within the commu-
nity. Words such as “stressed”, “frustrated”, “anxious”,
“scared”, and “panicked” ran repeatedly throughout in-
terviewees’ accounts of their experiences. “A lot of peo-
ple were stressed and frustrated”, said a student, “people
were fuming a little bit, especially people who were rely-
ing on the [school] computers and weren’t able to access
those resources” (U8). Similarly, a staff felt “frustrated”
because “everything is broken” (S7). Another intervie-
wee described how it left them shaken:

S2: I would say it was an eye-opener, [...], know-
ing that we are really not safe, you know. All
of the information that we have online, and this
is my first experience ever being hacked or hav-
ing anything sort of personally taken from me by
hackers [...] it was just an awakening of sorts [...]
And I never felt that before, I never had any con-
cern before, [...] and now I’m nervous, honestly.
To be honest, I’m nervous. It’s made me more
cautions and more nervous.

Emotional toll: Many interviewees reported strong
negative feelings about the experience, but also no-
ticed a discrepancy between their emotional response
and the actual impact of the attack on their data. In
our sample, severe data loss (i.e., significant amounts of
work/research data permanently lost) was less common
than recoverable data loss or no data loss. A student re-
ported, “my feelings were more than severe, but in re-
ality, I didn’t see something severe,” and “I didn’t lose
anything” (U6). In other words, many interviewees re-



called their emotional response as “severe in feelings”’,
but that the attack was “not severe in reality” because it
did not affect their personal data or computers (U6).

Other than fears of direct data loss, participants feared
that the malware might damage personal computers,
cause missed deadlines, and compromise personal or fi-
nancial information. For example, a staff who is also
a parent asked her child to avoid logging on to univer-
sity systems because “I don’t want to be in a situation
where I have to replace a five thousand dollar MacBook
or something. I’m like, “I don’t want you to get some
contamination and bring it home.”(S4)

Some said that they felt unsafe on campus: “I was
afraid to come to the university. . . ”, said a student, “so I
decided to leave the university and escaped to Starbucks”
(U6). Others coped by staying off the school network and
WI-FI, and incurred financial costs by using their mobile
data to access the Internet instead. International students
were particularly impacted by the loss of connectivity
because they were unable to talk to their families back
home. One student explained,

U5: I have a lot of international friends and most
of them were actually very very homesick. Es-
pecially since exams are coming they were very
stressed out and I know a lot of them are con-
stantly talking to their parents 24/7. And because
they were unable to talk, they were very desperate
and it made them turn on [mobile] data. Like they
don’t really have it, then they would still start us-
ing it and that is when they are indirectly losing
money. . . and they’re getting stressed out.

This account highlights some personal and social im-
pacts of cyber-attacks. Users faced emotional costs at be-
ing isolated from their social support network and were
additionally stressed by indirect financial costs.

Another emotional impact was the fear of being pe-
nalized for missing deadlines. This clearly impacted stu-
dents: “We had a paper due and everyone couldn’t ac-
cess their papers, so everyone was freaking out in my
program” (U10). Even though most students received
extensions, the process was stressful. One undergraduate
student explained, “it impacted everyone, like ‘panick-
ing’, especially being in first-year. You just see people
frustrated. [Students] want to get in touch with the pro-
fessors but having no way, and did not know how else to
contact them. People were just losing their minds” (U9).

Interviewees also worried, “do they have any of my
personal information? Are they going to get employee
information?” (S6). The uneasiness caused them to
avoid their financial accounts because they were unsure
of the extent of the attack. For example, a student said,
“my dad sent me money at that time, but I was not able to

check my bank because I was really too scared to check
it. I didn’t even check it like after a week or so” (U2).

Our assessment was that most interviewees recovered
from the attack, and that the personal and social impact
was significant but mostly temporary. A staff sums up:

S4: Looking back, at the end of the day, all the
stuff was really just anxiety based. I coincidently
had a doctor’s appointment around that time and
my blood pressure was really high. . . I was anx-
ious about the fact that I lost work and people
weren’t able to email me, then there was a whole
rush of people that needed to talk to me, and I was
anxious about [catching up].

In these data excerpts, interviewees recounting their
experiences by voicing anxieties, frustrations, and fears.
Interviewees shifted between talking about technological
effects, to describing incidental effects like loss of pro-
ductivity, then to talking about the emotional toll. Our
data suggests that effects of cyber-attacks on users are
complex, multifaceted, and difficult to measure.

A sense of belonging to a community: The attack
caused resentment and damaged users’ relationship with
the university. Interviewees saw themselves as “belong-
ing to” and “a part of” a larger community (U9). How-
ever, with respect to this incident, participants felt that
they “didn’t have a role in the situation” (G1), and that
their opinions did not matter. “We weren’t asked about
how we felt about the situation”, a staff said (S6). It ap-
pears that most resentment came from a perceived lack
of transparency and clear communication about what had
happened. Many interviewees were dissatisfied that they
found out about the ransomware attack through rumours
and news reports instead of from the university directly.
A staff member argued,

S6: There’s nothing wrong with saying we’ve
been hijacked. Hearing it on [the news] before
you hear it from the campus higher-ups, it’s like
“why is there such a secrecy?”

Instead of feeling that the university community was
working together to solve the problem, interviewees felt
sidelined and kept in the dark. “It was kind of like we
didn’t have a role in this situation. We were just kind of
the people that were affected and [we should] stay out of
the way” (G1). Some believed that “each person should
be allowed to make the decision” about paying the ran-
som to recover his or her data (S7). A graduate student
resented how infected computers were handled.

G1: The IT guy from our department came in
after we had all left for the night, came in and
wiped every [infected] computer in the lab. To
our knowledge, there hadn’t been a resolution [at



the time] about whether [the university] was go-
ing pay or not, and they just made the executive
decision to delete everything. We were upset be-
cause that made it final, like we are never getting
these files back. They never gave us the choice.
They never gave us the option.

Clearly, affected interviewees were upset at being ex-
cluded from the decision-making process, and this dam-
aged their sense of belonging to the university commu-
nity. Data lost may have been inevitable, but this high-
lights how an organization’s handling of an incident can
impact its strong sense of community.

7.2 Security Practices
We noted many common misconceptions about security
best practices, suggesting a need for more proactive cy-
bersecurity training geared towards the university com-
munity and customized to the needs of different users.

As an example, we highlight discussion about backing
up data, which was particularly relevant to this incident.
One faculty detailed intentionally avoiding the univer-
sity’s network drives to save important files, believing
that their workstation’s local hard drive was safer, and
gave an interesting analogy to explain their reasoning:

F2: I had about sixty five reports [...], and the
safest place for me to keep them was on that drive,
on my own computer, because it’s supposed to be
password protected and have all the security [...]
So I kept it on there and it’s all gone. [...] If
somebody broke in [to the office] and stole the
files in the old days, then the stuff was gone and
nobody would scream at them because they didn’t
make photocopies of them and take them home!

Several interviewees were rethinking their backup and
storage strategies. Some who were previously using
cloud services and automatic syncing were reconsider-
ing, while others decided that they would now be “vigi-
lant in getting various copies of everything that you need,
in different areas. Backing up everything like crazy.”
(S2). Others had lost confidence in the university infras-
tructure and vowed to store data off-campus instead.

7.3 Communication
Many believed that the main cause of dissatisfaction and
frustration among faculty, staff, and students was not the
cyber-attack itself, but how the situation was communi-
cated. A staff explained, “everybody understands that
stuff happens, but communication is key. if you’re not
telling people what is going on, that is creating a whole
other level of panic” (S11). A large part of interviewees’

retelling of their experiences revolved around communi-
cation, highlighting it as a critical.

7.3.1 Communicating during an incident

In the event of a cyber-attack, interviewees believed that
it is extremely important to notify the university com-
munity about the situation promptly and as accurately as
possible. Instead of being forthcoming, interviewees felt
the university “hid behind this terminology of ‘network
interruption’, which is not really accurate” (S8). Users
were instructed to “disconnect everything” and “shut ev-
erything down” (S3), but no details were provided about
why. A student recounted:

U4: On the first day when I walked into the li-
brary and there was a sign saying, “Don’t use the
WI-FI – Don’t use the computers”; it didn’t say
why. I heard some people in front of me say “Oh
whatever, I’m still going to use the computer, I
don’t care”. I think if they had known it was be-
cause of malware they definitely wouldn’t have
wanted to use it. . . Maybe they didn’t want people
to panic or to worry, but if people are going to lis-
ten I think it’s important to give them that knowl-
edge so they understand why they don’t want you
to use it.

These accounts highlight the necessity of informing
people about the risks and vulnerabilities when instruct-
ing people what to do. Furthermore, providing users with
vague or inaccurate information may cause them to un-
dermine the seriousness of the problem. Others felt the
notification came too late: “we’re working in the library
and then we’re told that we can’t go on to the WI-FI. I
had already been on the WI-FI. . . so I started to panic”
(U8). Another student recalled, “they told me not to log
in on the lab computers or log in to [the university] ser-
vices [...], but at that point, it was already too late because
I already did” (U3).

Interviewees thought that the little information pro-
vided by the university was “vague”, “cryptic”, and “un-
helpful”. The update “didn’t really tell a lot of useful
information,” that enabled people “to make decisions”
(S7). Employees wanted answers to questions such as
“can I turn my computer on?” or “can we work?” (S1).
Not having the information made people “very cautious”,
and they kept their computers shut-off longer than re-
quired (S10), adding to the loss of productivity.

While informing users about cyber-attacks, intervie-
wees identified that users should be provided with “a
standard set of procedures” (S12) to follow, and action-
able instructions about what they should do. For exam-
ple, a tutorial leader said, “I didn’t know if I should actu-
ally tell my students not to open their laptops. . . It was a



blur, like I didn’t know what should I do and what should
I not do” (U1). A staff said, “we all received the very
bizarre coded messages from the central university that
never really explained what to do” (S10). Similarly, a
faculty recalled“getting directions at some point to not to
turn [her] computer on, but then was ‘told to go ahead
and go home and everything will be fine’ . . . “All I knew
was it wasn’t working” she continued, and “it took a few
days before anybody told me if you do come in don’t
try to sign on. And again, that was pretty much word-
of-mouth” (F2). Interviewees expected useful updates
at set intervals from the university. The updates should
keep the users “in the loop” (S8) about progress, how and
when the university will resolve the issue, what resources
are open, and what users should do. They also wanted to
know when life could return to normal:

G1: Still to this day to be honest, I don’t feel
like there was ever an end. There was [notifica-
tions] like ‘we are working on the situation. We
are working on the situation. Ok you can connect
again’. It was never like ‘It’s over.’ So it’s all very
much like it’s never really ended.

7.3.2 Planning ahead

Interviewees voiced a need for a detailed cyber-response
plan that mapped out the flow of communication from
the top administration to the school departments, and to
the members of the university community, including full-
time and part-time faculty, staff, and students. It is crit-
ical that the plan covers scenarios when all online and
network services are down. Some believed that a cyber-
response plan could be coordinated between computing
services and campus security to ensure immediate alter-
native lines of communication. The broader university
community should be aware of this plan so that they
know what to expect when an incident occurs.

7.4 Paying the ransom
The interviewees recognized that paying or not paying
the ransom is a moral, ethical, and pragmatic dilemma.
They showed deep sympathy for those who lost data. A
staff empathized, “I’m not a researcher and I don’t have
anything important on my desktop, but I would hate to
think that all of my lifelong work was lost and there
wouldn’t be some sort of accountability to the university
on doing whatever they can to provide it” (S9).

On a pragmatic level, some believed that the decision
to pay the ransom would be a matter of weighing the
costs, such as the cost of data, the cost of downtime, and
the cost of rebuilding. A staff explained:

S7: if you had a high reliability that if you paid
you would get your stuff back, then it becomes

simply a cost: the cost of paying to get it back
directly versus the cost of the money and energy
that has been spent in the interim trying to bring
things back and to fix things. I figure I’ve proba-
bly effectively lost about three weeks of work in
terms of time spent either recovering stuff and not
being able to do my real job.

A graduate student further explained this rationale:

G1: When you look at the sum of money [the at-
tackers] were looking for, it doesn’t sound like a
lot to an organization. Yes, you are paying do-
mestic terrorists; yes, you are giving in to it, but
when you look at the amount of money that you
spent on getting this research done — the amount
of money you put into the research, the amount
of money in grants that the university has worked
hard to get, and that they’ve lost all that data and
all of that research. It seems counterproductive to
just not pay off the ransom.

Through explanations like this, some interviewees ar-
gued that the decision on whether to pay the ransom
could be based on a calculation of productivity costs
weighed against the ransom amount. Although this line
of thinking seemed practical, these participants also rec-
ognized that the decision to pay a ransom is much more
complex than a simple monetary transaction.

In the end, however, most interviewees agreed with
the university’s decision to not pay the ransom. Many
interviewees, particularly those who were not affected
by data loss, appeared to be convinced that the ethical
principles outweigh the pragmatic considerations. Many
believed it is ethically wrong to pay criminals, and that
paying would encourage more criminal activity because
it is a demonstration of weakness and sets precedence
for other attacks. Some described paying the ransom as a
“band-aid” solution because “giving in to these types of
demands doesn’t actually solve the problem” in the long
run (S13). Several compared their rationale to why gov-
ernments will not pay ransoms for hostages. Addition-
ally, most believed that criminals cannot be trusted, and
there is no guarantee that the data will be returned, un-
altered, and not copied for malicious use. The university
could also risk the attacker asking for a higher ransom.

7.5 Interview Summary
The attack significantly hindered students, faculty, and
administrative staff’s ability to do work for several days
and the remnant of impact was felt for weeks after the
attack. However, the personal and social impact was
possibly more severe than the technological impact. In-
terestingly, the emotional toll on users was only par-



tially caused by the direct effects of the ransomware at-
tack. Other variables, such as lack of communication and
transparency led to decreased morale, trust, and a feeling
of disconnectedness by the members of the university.

Interviewees recognized that the response to a ran-
somware attack is difficult because it includes ethical,
moral, and pragmatic considerations. In the end, how-
ever, interviewees displayed distrusted the attackers and
supported the university’s decision not to pay the ransom.

8 Discussion

8.1 The unaccounted costs of attacks
Estimates of the financial and productivity costs to orga-
nizations as a result of ransomware are available in the
literature (e.g., [18, 38]). Beyond these, we identified
other costs that may not receive as much attention but
that can be equally damaging.

Emotional toll: Users experience stress and anxiety,
and this may extend well beyond the immediate after-
math of an attack since it may take weeks (or longer) for
users to catch up, recreate lost data, or deal with the con-
sequences of the attack (e.g., delays in graduating due to
lost research data, missed publication deadlines impact-
ing promotion/tenure dossiers, increased workload as a
result of lost templates).

Disconnect from social supports: When incidents re-
sult in inaccessible communication channels, users may
feel isolated and disconnected from their social sup-
port network (thus increasing the emotional toll) exactly
when such support might be needed. This was particu-
larly apparent with students who rely on the university
infrastructure as their primary internet access point, but
also among staff unable to reach colleagues.

Indirect financial costs: End-users may incur indi-
rect financial costs, such as additional mobile data, costs
relating to working off-campus (e.g., overage charges
on home internet accounts), or purchasing additional re-
sources (e.g., a new backup drive). While relatively mi-
nor costs, they may impose hardship on those with fixed
incomes such as students. There may also be financial
consequences to missed opportunities (e.g., inability to
apply for a scholarship).

Increased security burden: End-users may be sub-
ject to new, tighter security measures. These measures
may impose additional longer-term productivity losses
beyond those directly associated with the incident if cer-
tain tasks become more complicated.

We highlight that many of these costs are a result of
the (necessary) security response to an attack. And while
some may be inevitable, they should be considered as
part of a comprehensive cyber-response plan, and mini-
mizing them is desirable.

8.2 Suggested User-Centric Strategies

Several lessons emerged from our research suggesting
how organizations should handle such incidents. There
are obviously other factors at play when determining a
cybersecurity response, and not all of these were lack-
ing in this particular incident, but we believe that these
insights could help devise a comprehensive plan.

Share the plan: An explicit cyber-response plan
should be shared with the broader community before
an incident happens. This should, at minimum, explain
what is expected of users during an incident, how infor-
mation will be conveyed and by whom, and a commu-
nication schedule. The communication channel should
not put users at increased risk. For example, users may
connect to the organization’s WI-FI if updates are com-
ing through organizational email accounts. We also sug-
gest having an explicit policy for what will happen in
response to an attack, along with explanations. For ex-
ample, ‘our organization will never pay ransoms because
doing so increases the likelihood that the organization is
targeted for further attacks.’ or ‘we will erase and re-
image infected devices because we cannot guarantee that
they are not otherwise compromised.’ This information
should be conveyed simply and clearly ahead of time so
that everyone understands what to expect.

Communication is key: This was by far the most re-
quested component. Communication during and after an
incident needs to be frequent, straightforward, and up-
front. Our end-users wanted regular updates five times
daily during an incident, twice per day for the next few
days, and once per week for the following weeks. They
also needed explicit closure to an event; they wanted to
hear from an official source that everything had been re-
solved. (i.e., similar to how weather forecasts broad-
cast that ‘the weather warning has been lifted’). The
on-going communication should include specific advice
for end-users and describe any adjustments made as a
result of the incident (e.g., Can they access specific re-
sources? What should they do with their workstations
or personal computers/devices? Are certain deadlines
extended? How do they contact individuals if regular
communication is disrupted?). The communication may
need to be customized for different user groups. Decades
of literature on warnings and crisis communication for
other types of emergencies, such as natural disasters,
offer comprehensive strategies and assessments of best
practices (e.g., [25]; much of their approaches may be
transferable to cyber-attacks.

Give victims a voice: End-users most affected by the
incident wanted a voice in the recovery process. It will
likely be infeasible to meet every request, but organi-
zations should recognize that individuals were impacted
well beyond the impersonal lost of organizational data.



By-passing their involvement in the recovery process fur-
ther compounds the negative, long-lasting impact. As we
witnessed in our study, many victims simply wanted an
opportunity for a debrief. They wanted to discuss their
experience, be heard, and have their insight and sugges-
tions taken into account.

Practice user-centric security: A common response
to attacks is to tighten the security policy, increasing the
burden on end-users. We argue, however, that security
policies must be realistic and not place an undue bur-
den on users. Security policies that are too restrictive
(e.g., disabling access to commonly used services), cum-
bersome (e.g., making it more difficult to accomplish
tasks), or that make unrealistic demands on users (e.g.,
frequent password changes) will be bypassed by users,
either intentionally so that they can accomplish their pri-
mary tasks [14,44] or accidentally by making errors. Re-
examining policies is reasonable but changes should be
carefully weighted against their human cost.

Offer user-centric training: Cybersecurity training
should be an on-going service. In a large organization,
training will need to be tailored to meet various needs.
Given our interviews, we suggest that one-on-one con-
sultations may even be advisable to address individual
concerns and help end-users set up their system in a way
that is both secure and meets their needs. In general,
training material needs to explain the threats and how se-
curity strategies address these threats. Users are more
likely to comply if they understand how their actions
contribute to protecting their and the organization’s re-
sources [1]. Here also, the broader risk communication
literature may offer useful insight (e.g., [5, 32]).

Provide user-centric data storage: Storage and
backup must be straightforward, usable, and offer the
needed functionality (e.g., file sharing and remote ac-
cess). Many users did not store (or infrequently stored)
data on the organization’s network drives where it could
have been restored relatively easily. It may be tempt-
ing to dismiss this as ‘the user’s fault’; however, in many
cases users had legitimate reasons for their decisions: the
official storage options did not provide the functionality
they needed, the functionality was awkward/difficult to
use, or users misinterpreted the ‘safest’ options.

8.3 Refined Ransomware Process

Inspired by Ali’s Ransomware Process [3] for individu-
als, we extend description to organizations. Our refined
Organizational Ransomware Process diagram is avail-
able in Figure 6. One important differentiating factor is
the potential loss of autonomy for individual end-users
who must rely on the organization to respond to the at-
tack. From our analysis, this may cause additional emo-
tional and productivity strain, as well as incur additional

Figure 6: The ransomware process.

‘unaccounted costs’ (see Section 8.1), regardless of the
eventual outcome of the incident.

8.4 Limitations and Future Work
The studies may have a self-selection bias since end-
users who were most impacted may have had the most
interest in participating. For this reason, generalizations
about the entire community should be made with caution.
We also relied on self-reporting; participants may have
misremembered, left out details, or selectively shared
with us. There were sufficient commonalities across re-
ported experiences, however, that we believe that these
are reasonable accounts. While we do not wish that other
organizations fall victim to attack, it would be interesting
to explore whether our findings hold for other organiza-
tions, in similar or different domains.

9 Conclusion

We had the (un)fortunate opportunity to be present in the
immediate aftermath of a crypto-ransomware attack at a
large academic institution. We collected data from end-
users through surveys and interviews to understand the
impact and their experiences throughout the incident. We
identified the technological, productivity, and personal
and social impacts on users, including some typically
unaccounted costs that should be considered when de-
veloping cyber-response plans. Most participants recog-
nized that attacks happen, but they expressed an impor-
tant need for clear and timely communication within the
organization about the incident, and a need for a voice in
the recovery process. We additionally propose strategies
to help organizations better prepare for similar attacks.
Given the statistics about ransomware attacks on organi-
zations, it is prudent to assume that an attack is likely and
prepare accordingly. Our work demonstrates that both
advance planning and recovery efforts must address hu-
man factors because the effects may last well beyond the
technical recovery of resources and data.
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A Interview Guide

These questions were a guide only. Interviews may have
deviated if participants mentioned other relevant issues.

1. How did you find out about the network interrup-
tion? What did you do in response? Did you discuss
with others? How did you feel?

2. How did you stay updated on the incident?

3. How did the incident affect you directly? How did
it affect your work? your ability to communicate?
your plans? Did you lose any data? Was your com-
puter compromised? What impact has it had on
you? What impact did it have on those around you?

4. Before this attack, what did you know about ran-
somware? Have you learned more about it? How
did you get info?

5. Before this attack, what kind of security measures
did you take? How often did you backup your data?

6. And now, after the attack, how have your security
practices changed? How often do you back up your
data now? How likely are you to follow the recom-
mended security practices by [computing services]?

7. What was your overall impression of the severity
of this attack? How many computers do you think
were infected? Was any important data lost or com-
promised?

8. Should [university] pay the ransom in these situa-
tions? How much should they pay? Should they
reveal what steps have been taken to recover data?
If [university] paid, how likely is it that they would
recover the data? If [university] did not pay, how
likely is that they would recover the data?

9. What did you learn from this incident?

10. What could [university] have done differently once
the attack occurred?

11. Do you have any other stories about your experi-
ences with this attack that you would like to share?
Or do you have any other thoughts youd like to
share?


