“I’m Not a Millionaire”: How Users’ Online Behaviours and Offline Behaviours Impact Their Privacy
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ABSTRACT

Compromising the privacy of personally identifiable information (PII) can leave users vulnerable to risks, such as identity theft. We conducted a study with 27 participants in which we examined the types of publicly available PII they could locate on their social media accounts, and through a web search. We interviewed participants about the online and offline behaviours they employ to manage their PII. Participants leaked significant amounts of PII through their online presence, and potentially further exposed it through their offline behaviours. Many were surprised at the amount of PII they came across, and immediately took rectifying actions.

1 INTRODUCTION

Users frequently disclose personal information about themselves online. The persistent nature of most digital disclosures means that this information can remain visible long after the user has forgotten about it. While some disclosures are harmless, others have potential to compromise privacy and lead to security vulnerabilities. Most notably, Personally Identifiable Information (PII) consists of any information that can be used to distinguish or trace an individual’s identity, either alone or when combined with other information connected to the individual [10]. Compared to other types of user data (e.g.: browsing behaviours), disclosures of PII can have significant consequences: it can be used in fraudulent activities, such as identity theft [9, 27], and to compromise security applications which utilize PII (e.g.: password recovery) [14]. Given the serious consequences associated with PII disclosures, our work explores users’ publicly available PII online which they are able to locate themselves, and their perceptions of the availability of this information.

Three questions guide our research: (RQ1): What PII is easily obtainable online? (RQ2): How visible are users’ social media accounts to others? (RQ3): What online and offline protection strategies do users take to protect their PII? We interviewed 27 participants and, through a novel methodology, conducted a manual analysis of participants’ social media accounts and the results of targeted web searches to quantify the degree to which their PII can be obtained. Most participants had PII visible to others on social media and appearing within web search results. Our interviews highlighted that many users prioritized convenience over protecting PII despite some awareness of the risks, and that others had inaccurate mental models of the risks, which led them to disregard protective actions. We also identify how users often ignore physical protection strategies despite their direct relationship to protecting PII.

2 RELATED WORK

Personally identifiable information (PII). Research has shown that publicly or semi-publicly available PII — such as birthdate, gender, location, and social media footprints — can be aggregated to identify an individual through a process known as re-identification [1, 4, 11, 24, 25], in which anonymised data is used to determine its owner. For example, by analysing United States Census data, Sweeney demonstrated that 87% of the population could be re-identified using only three attributes: their gender, birthdate, and postal code [24]. Similarly, Irani et al. found that social media footprints can be used to re-identify individuals, and that having a bigger online social footprint makes users more susceptible [14]. For example, users with one social media account leaked 34% of the PII attributes needed
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Participants and recruitment: 27 participants (12 male, 15 female) were recruited through posters placed in public locations across [anonymized city] and social media groups. They were between 18 and 35 years old (\(M = 23.5, SD = 4.8\)). 18 were students and 9 were employed in various industries. For mobile phone authentication, 22 used a PIN or password, 17 had enabled fingerprint authentication, and 35 had configured their phones to automatically lock after a specific time period. Their most frequently used social media platforms were Facebook (N = 22), Instagram (N = 22), and YouTube (N = 11). Participants were compensated with $25 and reimbursed for parking expenses.

Procedure: Prior to the session, participants viewed the informed consent online and named their three most used social media accounts. They were asked to bring their login credentials to the session or a personal device which was already logged into their accounts. During the 90-minute in-person session, participants completed a demographics questionnaire, a semi-structured interview, and two hands-on tasks meant to find their publicly accessible PII online. During the tasks, we noted (i) the presence or absence of the PII, and (ii) relevant contextual information. The PII itself was never recorded.

**Semi-structured interview:** We asked participants about how they keep physical personal belongings containing PII and electronic devices safe, their experiences with data breaches, and attitudes towards technologies like mobile wallets and digital identities.

**Social media task:** For each social media account, participants looked up their general account information (e.g.: friend count, privacy settings), searched for specific types of PII as directed by the researcher (e.g.: name, phone number), and recorded the presence (yes/no) of these PII. These activities were completed while participants were signed into their accounts, so we could note any relevant security and privacy information (e.g.: privacy restrictions) associated with their accounts.

**Web-search task:** Participants entered provided search queries in Google to find their PII online, opening relevant results to verify whether they contained any of their PII.

The types of PII included (Appendix A) were based on what government agencies and firms offering identity proofing services would be capable of verifying [20]. As such, the information could, in theory, be used for identity theft.

**Data Analysis:** We analyzed interview data using qualitative content analysis [8]. This analysis was conducted by the primary researcher and a research assistant, who met frequently to compare coding decisions. After eight rounds of coding, percent agreement was 99%. Any remaining discrepancies were resolved through discussion. In reporting interview results, we deliberately avoided quantitative measures (e.g.: prevalence of a theme), because the literature [7] warns that there is “no simple relationship” between quantitative measures and the significance of an excerpt.

We classified our results according to the six terms defined in Table 1.

**3 METHODOLOGY**

We conducted a lab study\(^1\) to address our three research questions. Our methods were developed in collaboration with a local technology company and cleared by our University’s Research Ethics Board (REB).

**Participants and recruitment:** 27 participants (12 male, 15 female) were recruited through posters placed in public locations across (anonymized city) and social media groups. They were between 18 and 35 years old (\(M = 23.5, SD = 4.8\)). 18 were students and 9 were employed in various industries. For mobile phone authentication, 22

---

\(^1\)Data collection occurred prior to the COVID-19 pandemic

---

**4 RESULTS**

**4.1 Addressing RQ1: Discoverability of PII**

Figure 1 tabulates the quantitative results from the social media and web-search tasks, which identified the types of PII readily visible to others based on social media disclosures and simple web searches. We organize the types of information into six categories, as indicated at the bottom of Figure 1.

**PII Discoverability through Social Media.**
PII Discoverability through Web Searches.

1. **Identifiable**: the most identifiable attributes were Personal Information, of which first names, gender, and photos were the most easily identifiable.
2. **Deducible**: the easiest category to deduce was Birth Information, with place of birth being the most common.
3. **Not identifiable**: Vehicle Information was the hardest to identify, only being identified once through a picture of a participant’s car on Facebook.
4. **Outdated**: although relatively infrequent, Contact Information was most frequently outdated.
5. **Faked**: similarly infrequent, day of birth, month of birth, marital status, and last name were each faked once.

Participants rarely identified fake or outdated data visible to others, suggesting that they value accuracy in their self-portrayal when they do choose to disclose PII.

### 4.2 Addressing RQ2: Visibility of social media accounts

Facebook and Instagram were the most used Social Networking Sites (SNS), together representing 83% of the accounts analysed (N = 19 and N=15 from N = 41, respectively). On average, Facebook accounts had 692 friends (SD = 665, Mdn = 449)\(^2\). Instagram accounts averaged 330 followers (SD = 222, Mdn = 302) while accounts with other SNS averaged only 100 followers (SD = 113, Mdn = 78).

To address RQ2, we explore for each social media platform: the visibility of account content, the ease of looking up the account via the associated email address, and the ease of looking up the account via the associated phone number.

#### 4.2.1 Content visibility.

**Facebook**: 68% of Facebook accounts (13 out of 19) had configured their future posts to be publicly viewable; the remainder had an assortment of more restrictive visibility settings.

**Instagram**: 57% of Instagram accounts (8 out of 14) restricted content to their followers only, with the remaining accounts public.

**Other SNS**: 71% of these accounts (5 out of 7) had their content viewable to Public; only two accounts restricted their content to Other Registered Users of the service.

#### 4.2.2 Email address lookup.

**Facebook**: 57% of accounts (11 out of 19) accounts had the most restrictive option (Friends only) enabled, versus the remaining 8 accounts allowing All Users to do so.

**Instagram**: Users cannot restrict who can look them up by email and email addresses are mandatory at registration; thus it would appear that all Instagram users can be found by another user who has their email address.

**Other SNS**: Of the remaining four accounts, two had restricted lookup to Nobody, one had restricted it to Friends of Friends while another had allowed All Users.

#### 4.2.3 Phone number lookup.

**Facebook**: 52% of Facebook accounts (10 out of 19) allowed Everyone while the remaining nine accounts had restricted this capability to Friends. Notably, upon seeing that their

---

\(^2\)Facebook’s friend count sometimes varied from screen to screen [28], possibly due to infrastructure reasons [29]. The results presented are based on the lowest friend count we observed for a participant.
account was configured to allow Everyone to look them up by their phone number, P8 immediately restricted this setting. **Instagram:** As before, Instagram users cannot restrict who can look them up by their phone number and, as such, all users could be looked up by the phone number associated with their account if provided. **Other SNS:** Of the four remaining accounts, three allowed Nobody and one allowed Friends of Friends to look them up using their phone number.

### 4.3 Addressing RQ3: Protective Strategies

To address RQ3, we discuss participants’ attitudes and behaviours towards protection of their physical documents, electronic devices, and digital information, and perceptions of these behaviours.

#### 4.3.1 Physical possessions.

1. **Storage of possessions:** Participants often made efforts to keep their personal belongings containing PII (identity documents, wallets) close to them or in locations with restricted access (such as locked storage). Participants also used what they felt were more obscure locations at home, such as suitcases and drawers for clothing, although we observed common patterns. Conversely, many also reported leaving various items (e.g.: wallets, purses) unattended in a variety of contexts (e.g.: in vehicles, in coffee shops while using the washroom). Some participants defended these actions by mentioning their intention to return quickly or their trust of the people in the environment. P6 mentioned particularly risky tendencies, explaining that he would typically “leave [his entire] wallet in [his] car”, only retrieving it when he needed money.

3. **Similar to the US’s Social Security Number, Canada’s Social Insurance Number is a unique identifier used for government purposes.**
4.3.2 Authentication: Participants relied on a variety of authentication schemes (e.g., passwords, biometrics, and pattern locks) to prevent their devices from being accessed by unintended users. Best practices were not always followed; for example, P23 uses a single-character password: “I would say [my password is] really easy [to guess] but [an attacker] would not think about it. . . . [My password is] literally [redacted character].” Others chose to forego authentication altogether because it was either a “wastage of time” (P10), or inaccessible (for example: P28 was “on a lot of medication and sometimes [mistyped] things”), or participants felt that had they “nothing to hide” (P20).

(2) Location: Another common protective strategy participants used was to keep their devices nearby. This was most often seen with smartphones: “my smartphone is on me 24/7” (P4), “I keep my mobile phone all the time in my pocket” (P10). Larger devices, however, were more likely to be left behind, as P1 explains: “I work freelance. So I work from cafes. And, like, classrooms and things. So I do leave [my belongings] unattended. But only because it’d be impossible for somebody to get by me. . . . I’d be able to see them. There’s one entrance in and out of the room so they can’t really take [my belongings] without me seeing” (P1).

(3) Undesirable technology: One participant offered this unique strategy of protecting his device: “Don’t nobody want access to my Samsung S3. This thing’s old. . . . I kinda sorta purposefully keep this phone so that way it deters people from wanting to steal my possession” (P13).

4.3.3 Digital information.

(1) Authentication: To protect what they considered more personal information, some participants would sign out of their applications and online accounts when not using them, or request device-based authentication with every use (like P11, who would use biometrics to “reload the [Starbucks] card”). P22 explains: “I have to sign in pretty much every time for most of the things I care about—at least my emails and anything that has more personalised information.”. A few also mentioned using multi-factor authentication to protect what was especially valuable: “My banking information is then again protected by a different passphrase [than my phone’s passphrase]—a stronger one—and a fingerprint” (P24). Other participants saw no need for such safeguards, with several not requiring authentication to access their device’s applications. For example, P28 mentioned that because she does not have a password on her phone, “[someone] could buy things off [her] Amazon and [her] Sephora.”

(2) Storage of digital information: Multiple participants avoided storing information that they deemed valuable on their devices, such as payment details for their debit or credit cards: “I don’t keep . . . my SIN number on my smartphone. I don’t keep credit card information, debit, whatever. . . . you’re just gonna find a bunch of memes.” (P20). Many participants, though, made use of their web browsers’ autofill functionality to pre-fill credit card information, account credentials for various online services (e.g., financial institutions, email providers, social media services), and other commonly used form-fields requesting PII. Participants seemed aware of the risks but found the convenience more important: “on my laptop. . . . passwords are auto-saved so if they were to go on to the online banking, they could sign in because the password is auto-saved” (P27), “I let Google save my credit card information so really [an attacker] could go to anything that allows you to have Google auto-save from Chrome to put in my credit card number” (P24).

4.3.4 Perception of risk. We found great variation in how participants evaluate the level of risk associated with their behaviours. Some participants acknowledged the possibility of being targeted by an attacker. For example, P8 felt that an experienced hacker could unlock her phone but that a “regular, run-of-the-mill person” would find it difficult to bypass the lockout mechanism that activates after multiple incorrect PIN entries. Meanwhile, despite being a mobile wallet user, P3 doubted its security: “It’s sensitive information [the information stored in a wallet app] and it’s never one hundred percent safe. . . . And there’s always the potential that it could . . . fall into the wrong hands.”

Other participants were unconcerned. For instance, P1 said, “I don’t view myself as that much of a target. . . . I’m not a millionaire, right?” P12 echoed this sentiment, explaining that being “the poorest of the people who works [at her place of employment]” would mean that co-workers would not be interested in her wallet and so she does not need to lock it away. She voiced no related privacy concerns. Similarly, P14 believed that attackers would go after celebrities and politicians instead of ordinary people.

5 DISCUSSION

Research Questions. Returning to our research questions, we find that participants were generally truthful when revealing PII online. Many participants were unaware of how much PII they have available online, of the extent to which PII was visible to others, and of the implications of their online and offline behaviours. As seen in previous literature [13], the security and privacy of PII was frequently an afterthought, with participants deliberately choosing convenience over security and privacy. The results of our study suggest that a determined attacker could obtain a considerable amount of an individual’s PII by conducting simple searches to locate their information online, by having an established relationship with the individual, or by taking advantage of opportunities of physical proximity (e.g.: having access to someone’s belongings in a coffee shop). This availability of PII facilitates identity attacks relating to impersonation or breaching authentication protocols relying on PII, such as secret questions.

While reviewing their social media accounts, several participants were surprised to find their privacy settings to be relatively permissive. Some immediately restricted these settings (e.g.: by making the information visible to fewer people or revoking app permissions). They were unaware of the information they have disclosed or the extent to which it is available to others. We argue that under these circumstances, individuals are not truly in control of their own PII.

Design considerations. While educating users of the risks and how to protect themselves seems like a viable solution, it often has
limited impact [3]. Defending against identity threats should not be the sole responsibility of the users, and we must be careful not to simply shift blame onto potential victims [15]. System designers may need to take on a greater role. Their influence over the structure of a system may be leveraged to restrict user error and promote privacy and security conscious dynamics. For instance, the Government of Canada no longer issues wallet-sized SIN cards but instead provides the numbers on letter-sized paper to discourage individuals from using their SIN as an identity document and to reduce opportunities for theft [23]. Although, it remains to be seen whether this instead encourages users to take a digital photo of their document and shift the risk from physical theft to online capture. Recognizing that competing forces are at play, we nonetheless echo the need for altering the default settings of social media platforms to be privacy-preserving as opposed to public to help prevent leakage of PII.

Study design. We also highlight our study design as a novel way to collect data relating to PII in a consistent manner. Our methods enabled participants to feel comfortable with the process and remain in control of their data.

Limitations. Our study was conducted with a relatively small number of participants, which may not be representative of the general population. While running this study with more participants would be valuable, we anticipated challenges in doing so (e.g.: scaling up the manual reviews of social media and web searches). A follow-up study could explore the use of crawlers although this contravenes the Terms of Service for many platforms. For replicability, our methods explored specific PII using a consistent search methodology across participants and, as such, offers a lower bound on what information is available online about individuals.

6 CONCLUSION

By examining the availability of PII online through social media and search engines, we found a wide range of participants’ PII readily visible online, sometimes without their knowledge. We also explored how participants managed their PII through online and offline behaviours. Many unknowingly exhibited behaviours and attitudes that jeopardize their personal security and privacy. Limiting user error by adjusting system design may help protect their privacy.
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Appendices

A SEARCH TERMS

- First and last names (in quotes); full name (in quotes) (e.g., “jane doe” OR “jane emily doe”)
- Name; current city; city resided in the longest (e.g., jane doe paris OR new york)
- Name; current or most recent employer (e.g., jane doe air canada)
- Name; current or most recent school (e.g., jane doe acme university)
- Primary email address (in quotes), typical username (in quotes) (e.g., “jane doe@gmail.com” OR “janedoe123”)
- Your phone number; your longest-held phone number (e.g., 2125551234 OR 2125557890)