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Abstract—Digital identities are gaining traction and spurring
the interest of governments around the world. In this paper, we
explore the concept of digital identity from the user’s perspective,
using a digital identity prototype as a prop. To this effect,
we conducted a user study with 22 participants to understand
their perceptions and expectations of digital identity services.
We conducted the study in Canada, where digital identities
are not yet widely adopted. Our participants identified some
benefits of using digital identity, particularly those relating to the
convenience of using a digital format rather than a printed one.
However, participants did not recognize the privacy-preserving
benefits of using a digital service. They also expressed concerns
about the associated privacy risks, particularly around how their
data would be handled and the risk of privacy and security
breaches. Based on our findings, we provide recommendations
for designing digital identity services that are both usable and
privacy-protective.

I. INTRODUCTION

While physical proofs of identity have served society
well for decades, their status as authoritative documents has
diminished as counterfeits have become easier to produce [18],
[26]. In addition, an individual’s privacy can only be protected
to a limited degree with physical documents since there is no
guarantee that, during an exchange, the other party will only
use the minimal amount of information. For example, car rental
agencies must ensure that a driver has a valid driver’s license
but they do not necessarily need all of the personal information
included on a driver’s licence card. Many agencies, however,
take a photocopy of the card. Some organizations view digital
identities as the solution to these problems [37]. The term
digital identity commonly refers to the digital representation
of a set of attributes that describe an individual [22]. While

more countries are looking to transition to digital formats for
their citizens’ identity documents, few works have examined
this technology from the user’s perspective. To fill this gap, we
studied identity services with two research questions: RQ1: How
do users perceive digital identity services? RQ2: What are users’
expectations for digital identity services?

We conducted a study with 22 participants. During the
session, participants interacted with a digital identity service
prototype and took part in an interview. The prototype was
used as a stimulus to explore participants’ perceptions and
expectations of digital services, and provided context to
facilitate the expression of their feedback. Our research was
conducted in Canada, a country where physical proofs are still
largely relied on for identity verification [14], [17], although
recent initiatives could enable a transition to digital formats1.

While participants were able to identify some advantages of
digital identity services, such as speed and efficiency, they did
not recognize their privacy-preserving features. In addition,
participants were particularly concerned about how using
such a service would affect their privacy and security. The
contributions of this work include: (1) the characterization of
users’ perceptions and expectations of digital identity services,
and (2) a set of practical guidelines that digital identity services
should follow to mitigate against users’ main concerns.

II. BACKGROUND

Existing literature shows continued advancement in the
functionality of digital identity services but few works examine
how this technology fares with users. This gap presents an
opportunity to analyze digital identity from users’ perspective.

A. Key Terminology

The term identity refers to the collection of attributes,
preferences, and traits that define who or what an entity is (e.g.,
a person’s name, date of birth, hair color, or preferred email

1https://bluink.ca/eid-me/individuals
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address) [2], [9], [38]. The individual attributes, preferences,
and traits that comprise an identity are also known as identity
attributes. When one or more identity attributes distinguish an
individual from a larger population, those attributes are con-
sidered personally identifiable information (PII) [12]. Identity
attributes can be represented in a digital format (digital identity).
Digital identities can be used to represent different entities (e.g.,
people, devices, applications), but this paper focuses on eID:
digital identities specifically for people.

Prior to being issued a digital identity, individuals may
go through an identity proofing process where they provide
personal information to a credential service provider (CSP),
such as a government agency [3], [7], [22]. If the CSP can
validate and verify the information and has enough confidence
that the individual is who they claim to be, it will issue a
credential (e.g., digital certificate) to the individual for use in
transactions that require proof of identity [3], [36], [38]. Some
implementations of digital identity allow users to present their
credential as proof of identity to a relying party without having
to share any PII during the transaction.

B. Canadian Norms

1) Digital Identity: The evolution of digital identity services
in Canada is rather fragmented. While some provinces have
solutions allowing residents to use a single identity across
different contexts [20], [21], most Canadians manage their
identities with a variety of physical and digital credentials (e.g.,
multiple identity cards, usernames, and passwords) [10], [14],
[17].

2) Social Insurance Number (SIN): A Social Insurance
Number (SIN) [35] is a nine-digit number issued to citizens,
permanent residents, and temporary residents by the Canadian
federal government for identification purposes. Individuals must
provide their SIN to work in Canada, to receive government
benefits, and to file taxes. The SIN is meant to be kept
confidential since if it is lost or stolen, it could be used for
fraudulent activities, such as redirecting government benefits,
redirecting tax refunds, or opening new financial accounts.

C. Prior Work

Many countries have considered adopting eIDs; however,
the switch from paper to electronic is considered a fundamental
transition in how citizens and governments interact [1] and
can have socio-technical impact across many aspects of daily
life. Further, the adoption of eID can have significant privacy
and security implications. We provide an overview of the early
implementations in which some of these challenges arose and
discuss literature that focuses on these implications.

In 1999, Finland made a non-mandatory eID available to its
citizens [30] that could be used as a travel document, to access
government services, and to sign documents electronically. It
never saw widespread adoption because citizens felt that it was
unnecessary and there were usability and compatibility issues,
particularly with web-based services. Finland’s challenges
serve as a reminder that, for users, digital identity and its
management is not a goal in itself [13]; digital identities should
be seamless, secure, and private to allow users to focus on
their primary tasks [13]. Besides general usability, this may
mean limiting user options in some cases to minimize chances

of over-disclosing information. Digital identity services may
also introduce confusion around who to contact to resolve
issues—is it the organization that issued users their card or the
organization requesting their credentials?

In the early 2000s, Austria launched its Citizen Card (CC),
an implementation of eID compatible with a range of devices
(e.g., smart cards, cell phones, USB tokens) and primarily used
to access government services. CC’s distinguishing feature is
its use of sector-specific personal identifiers such that, e.g.,
one’s identity with a hospital (health sector) cannot be linked
to their identity used for tax filing (tax sector). Aspects of CC
relate to Hansen et al.’s [23] assessment of ‘partial identity’—
the idea that in most transactions, only a subset of your
identity attributes are necessary for the exchange. Managing
how these partial identities are used can be unwieldy given that
an individual’s digital footprint tends to continuously grow. For
instance, even after death, one’s SIN and associated data might
persist to facilitate the payment of benefits to a dependent.
The authors further discuss issues relating to partial identity
management throughout a user’s lifespan, including privacy and
security concerns, and suggest mitigation mechanisms, such
as packaging privacy policies with user data and logging any
misuse automatically.

Estonia’s mandatory eID smart card allows its citizens
to obtain access to services like banking, voting, and health
insurance [34]. Its microchip includes users’ information and
stores a key pair used to sign information shared with a relying
party. However, in 2017, a software vulnerability made it
possible for attackers to derive the card’s private key from the
corresponding public key [5], [19]. This highlights a concern
held by many users: how safe is their data and to what extent
might it be compromised if breaches occur?

Through a systematic literature review, Bazarhanova and
Smolander [4] identified the non-technical assumptions made
in proposed solutions for digital identity management. They
describe a spectrum: at one extreme, users have full control
over their digital identity (thus, requiring the provider to assume
the user is proficient enough to secure their identity); at the
other extreme, intermediaries operate or manage aspects of
the solution (thus, requiring them to be trusted by end users).
The authors found that in practice, most solutions involved
intermediaries, and they called for future research to assess
these relationships and the associated incentives.

Nielsen [29] argues that these types of collaborations,
particularly those between the public and private sectors, are
needed to ensure that a digital identity management solution
has “a critical mass of users and volume of use.” To support this
claim, Nielsen points to both successful and failed solutions
as evidence of the correlation between the existence of these
partnerships and the success of the solution.

III. PROTOTYPE

We used an eID prototype app to provide context and ground
the conversation while exploring participants’ perceptions of
digital identities. The prototype eID-Me app was developed in
collaboration with Bluink Ltd., a local technology company.
The final solution is intended for eventual adoption by Canadian
provincial governments to allow residents to prove their identity
using their smartphone in person or online. An advantage of
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Fig. 1. eID-Me’s registration process

digital identity apps, such as eID-Me is that instead of needing
to manage usernames and passwords, or fill out lengthy forms,
users can identify themselves through the app and digitally
transmit their information to the relying party.

A. Registration

To register, users complete an identity proofing process by
providing some PII to the app, including location information
from their smartphone, a selfie, and photographs of their
government-issued identity documents (Fig. 1a and 1b). The
app then sends this PII to the eID-Me Registration Authority
(RA) to calculate a Strength of Identity Proofing (SIP) score
(Fig. 1c). The RA is a trusted entity which verifies the provided
information before issuing a digital identity certificate. In actual
deployment, the government would act as the RA for eID-Me
and would ultimately be reliant upon partnerships with the
private sector to operate the service.

This SIP score reflects the estimated authenticity of the
user’s PII by considering factors such as how closely the PII
matches with government databases and third-party identity
verification services, and whether the selfie appears to have
been taken by a live person.

If the user’s SIP score is high enough, the RA issues a
digital identity to the user and assigns them a six-character
unique identifier. If the score is too low, users can try to improve
their score by submitting additional documents to the app or
can complete the process in person by visiting a service centre.

B. In-Person Authentication

To authenticate in person, users tap the Use My Identity
button in the app. The app generates and displays a QR code
representing a nonce (random number used once) for the user to
present to the relying party’s scanner (Fig. 3b). Once scanned,
the app connects securely to the relying party’s point of sale
(POS) using Bluetooth without needing an Internet connection.
The request for identity information then appears on the user’s
device (Fig. 3c), which the user can approve, to send the
requested information to the POS (Fig. 3d), or decline. This
entire process takes approximately ten seconds.

Fig. 2. Pamphlet about eID-Me provided to participants

C. Online Authentication

eID-Me implements multiple federated identity protocols,
such as OpenID Connect [32], allowing authentication on
supported websites using digital identities rather than passwords.
To authenticate online, the user visits a supported website and
clicks on the federated login button for authenticating with eID-
Me. The user’s browser is redirected to a form asking for their
six-character unique identifier. Upon submission, the web page
displays a four-digit confirmation code and instructs the user
to open eID-Me on their phone. The app lists the information
requested by the relying party and requires the user to select the
matching four-digit confirmation code (Fig. 3e). Once the user
approves the request, the relying party receives the requested
information.

IV. METHODOLOGY

To address our research questions, we conducted an IRB-
cleared lab-based user study with 22 participants2 . Participants
tried out eID-Me, completed pre- and post-test questionnaires,
and took part in a semi-structured interview. While we were
interested in the usability of the app, we primarily used it to
prompt discussion about eID in general. Study sessions were
audio recorded and transcribed. All sessions were conducted
on our university campus, situated in Ottawa.

A. Recruitment

Participants were recruited through posters displayed in
public locations and on various online channels (e.g., email
lists, Facebook groups). They had to be at least 18 years old,
fluent in English, and own an iPhone or Android smartphone.

B. Procedure

Participants were provided an overview of the study, an
explanation of the general concept of digital identity, and a
pamphlet (Fig. 2) briefly explaining the app’s purpose. In these
explanations, we did not specify any particular entity as the

2Data collection occurred prior to the COVID-19 pandemic.
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Fig. 3. (a) eID-Me’s home screen; (b) QR code generated for the relying party (c) the in-person authentication process (user); (d) the in-person authentication
process (relying party); (e) the interface for online authentication

RA; Participants completed a pre-test questionnaire and the
following tasks 3:

1) Register: Participants entered a researcher provided email
address in the app and received an email with a registration
code and link for forwarding the code to the app.

2) Sort Documents: Participants were provided with mock
physical identity documents to use as their own, which
they categorized according to their level of comfort
at providing them for identity proofing: comfortable
providing, will provide reluctantly, and uncomfortable
providing. Participants were asked to explain their choices.

3) Take Photo: Participants captured a ‘selfie’ using the app
by photographing the individual on the mock documents
instead of themselves to maintain their privacy.

4) Input Documents: Participants entered into the app the
documents which they classified as comfortable providing
or will provide reluctantly in Task 2. They did this by
using the phone’s camera or by entering the information
manually. After verification, the app issued a digital
identity to the participant.

5) In-Person Use: To test in-person authentication, partici-
pants role-played using it to check-in to an appointment
at the hospital. For this, we operated a physical barcode
scanner and proof-of-concept medical practice software.

6) Online Use: To test the app’s online authentication,
participants visited a proof-of-concept website of an
alcohol retailer and used the app to verify their identity.

Participants completed a post-test questionnaire evaluating
their likelihood of using a government-approved smartphone
app for digital identity in various contexts.

The second half of the session covered a 25-minute semi-
structured interview exploring (1) participants’ views of digital
identity (2) their willingness to use digital identities in different
contexts (3) their willingness to use specific documents as proof
of identity (4) perceived advantages and concerns with regards
to digital identities (5) and their experience using eID-Me.

C. Analysis

Quantitative Data: We summarize participants’ responses
to the Likert-scale questions in the questionnaires, and their

3Specific contexts (i.e., a hospital and an alcohol retailer) were used for
Tasks #5 and #6 but many other contexts are also plausible.

TABLE I. CATEGORIES AND SUBCATEGORIES FROM QUALITATIVE DATA
ANALYSIS

Attribution of Responsibility
Government
For-profit companies

Perceived Benefits
Speed and efficiency
Redundancy
Less to carry

Drawbacks and Concerns
Hacking, identity theft, and forgery
Tracking and monitoring
Secondary use of personal information
Reliance on mobile phones and network connectivity
Technology misconceptions

User Requirements
Requests for additional security features
Requests for additional functionality
Technical support

level of comfort with providing identity documents.

Qualitative Data: We analyzed 361 pages of transcripts
for 27 hours of recorded audio, and 11 pages of written notes.
We used the qualitative content analysis methodology [15] to
analyze this data. We split these documents into two sets with
36% overlap. Each set was coded by one researcher (i.e., two
researchers coded the data), using the individual questions posed
to the participants as the unit of analysis. We used a common
codebook, which was created using both deductive content
analysis (i.e., we based the initial codebook on our research
questions) and inductive content analysis (i.e., as coding pro-
gressed, we revised the codebook to reflect the nuances present
in the data). The two researchers met regularly to discuss their
analyses and resolve disagreements. The researchers reached
80% agreement on the overlapping documents, thus meeting
established guidelines [27] for reliability. For discrepancies, the
researchers discussed to meet consensus. Table I lists the most
relevant subset of categories and subcategories that resulted
from this analysis. We focus on results relating to the concept
of digital identities and our research questions.

D. Participants

Twenty-two participants (11 female, 10 male, 1 unspecified)
completed the study. They were between the ages of 19 and 59
years (M = 32, SD = 12). All but one completed post-secondary
education or were in the process of earning accreditation from a
post-secondary institution. We identify participants as P1–P22.
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Fig. 4. Willingness to provide specific PII documents and information for
digital identity registration purposes (N = 22).

Our participants were avid smartphone users: 95% kept
their phone within reach and operable for at least 80% of their
waking hours. They also used their phones for person-to-person
payments (n = 17), saved payment information in apps (n = 11)
and on websites (n = 11), and used their phone with contactless
card readers (n = 10).

V. QUANTITATIVE RESULTS

A. Comfort With Providing Documents

Fig. 4 shows the outcomes of the document sorting exercise
(Task 2). Specifically, it shows that participants were comfort-
able providing certain types of documents and information to
eID-Me (e.g., phone numbers, driver’s license, photo card), but
were strongly opposed to sharing others. From participants’
explanations, we found that their level of comfort with providing
information was generally dependent on their perceived risk
of information misuse. For example, many participants were
opposed to providing their Social Insurance Number (SIN)
because it could be used to commit fraud (e.g., to redirect
government benefits or tax refunds).

B. Document Ownership

From the questionnaires, we found that the most commonly
owned identity documents among participants were the SIN,
health card, passport, and driver’s license (Fig. 5), but none
were universally owned. No one owned an Indigenous peoples’
identity card and only one owned a government photo card
(issued on request, typically to those who do not have a driver’s
license but want government-issued photo ID). This suggests
that identity proofing processes and applications should be
designed to request and accept a variety of proofs from users.

C. Likelihood of Use

We used four 5-point Likert scale questions (1 = Extremely
unlikely and 5 = Extremely likely) to evaluate participants’
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Fig. 5. Proofs of identity owned by participants (N = 22).

perceived likelihood of using a government-approved app as
their proof of identity instead of traditional documents. In
general, participants were more comfortable using a digital
identity to access healthcare services or as proof-of-age for
a business, and but about half were reluctant to use it with
law enforcement. Participants responded to this question before
and after using our app prototype. We found that participants
were initially amenable to using a government-approved app
as their proof of identity (pre-test: M = 3.95, SD = 1.17), but
these sentiments became slightly more negative in the post-test
questionnaire (M = 3.77, SD = 1.31). One explanation could
be that by using the app, participants become more aware
of possible privacy concerns, which changed their perceived
likelihood of using the government-approved digital identity app.
A second possibility is that participants focused on specific
details of the app in the post-test given that they had just
interacted with it, as opposed to considering the broader
question. Furthermore, an individual’s likelihood of use in
practice may be affected by factors not known at the time of
the study (e.g., which organizations accept the identity, what
alternatives are available).

VI. QUALITATIVE RESULTS

Table I provides an overview of categories and subcategories
most relevant to our research questions; for brevity, we excluded
categories and subcategories that, e.g., relate to the usability
of the prototype itself.

A. Attribution of Responsibility

We found that participants generally had expectations for
who should be responsible for managing digital identity services,
but these were not uniform. In fact, we found strong contrary
opinions, which suggests that adoption of a widespread digital
identity service would face resistance by some portion of the
population regardless of who manages it.

The government was the obvious contender for some
participants, e.g., because “the government is screening every-
thing” (participant P7). Others were skeptical of government-
backed digital identity systems, e.g., participant P22 said,
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“How much can we trust the government to do [technical
projects] properly?” These participants preferred relying on
for-profit companies as these are incentivized to “guarantee
that everything is secured and that the customer is happy.”

B. Perceived Benefits

In our analysis, it was what participants did not mention
as a potential benefit that was most noteworthy. There was
little or no mention of any possible privacy-preserving features,
indicating a need for careful attention to how digital identity
services are framed, given that this is one of their key benefits.
Participants’ views on the benefits of a digital identity service
mostly related to the convenience of having their information
in a digital format rather than a traditional printed format.

Speed and efficiency. Several participants felt that using
a digital identity could be faster than traditional identity
documents, such as participant P21 who said it would be
quicker than “searching [her] bag and bringing out the ID”
and participant P7 who said users could “just scan once and go”
instead of filling out lengthy forms at hospitals, for example.
Others pointed to the reduction in manual work as a key benefit,
by automatically transferring the information to the relying
party.

Redundancy. Multiple participants thought of a digital
identity as a backup of their physical identity documents.
Participant P3 explained that if he had forgotten his wallet, it
would be advantageous to “have [a driver’s license] in [his]
phone” since people “carry [their] phone all the time.”

Less to carry. Several participants explained that digital
identities would eliminate their concerns with needing to carry
physical identity documents. Participant P15 explained that a
digital identity could alleviate her “[paranoia] as to whether
[she] had a certain form of ID” since mobile phones are “the
one thing [people] don’t leave the house without.”

C. Drawbacks and Concerns

In clear contrast with perceived benefits, participants’
concerns and views on the downsides of digital identity services
were primarily rooted in how their data would be handled, risks
associated with providing personal information to an app, and
technology misconceptions. Participants had several security
and privacy concerns.

Hacking, identity theft, and forgery. Some participants
feared identity theft, believing that determined attackers would
be able to surmount any protective measures. For example,
Participant P16 felt that digital identities would be just as
susceptible as any other system: “Somebody’s going to become
me . . . One way or another, [the information] can get stolen.
My credit card information is another database that can get
stolen and hacked. Anything can get hacked at the end of the
day.”

Despite mechanisms for verifying users’ identity claims,
some participants were concerned that it would be possible for
digital identities to contain fraudulent information. Participant
P4 imagined a scenario where a young teenager could pretend
to have reached the legal drinking age because identity claims
are “not verified by anyone.” On the other hand, participant P15
expressed confusion over what confirming the legitimacy of a

digital identity entails; he wondered whether the absence of
physical security features (such as holograms on ID cards)
might make it “more difficult for bartenders and such to
determine if [the ID is] real.”

Although digital identities can provide additional protection
against identity theft compared to traditional methods, partic-
ipants were unaware of these protections and many instead
perceived greater risk.

Tracking and monitoring. Participants had significant
privacy and surveillance concerns. They were concerned about
whether their use of these services and any personal information
they provide would be tracked by the government or private
companies. For instance, participant P19 expressed weariness
over private-sector companies operating a digital identity service
and wondered if her use of the service could be used against
her: “. . . I guess media has conditioned me to think, ‘Oh, what
are [private-sector companies] doing with this information?
What are they going to do with it later? Could this become
Big Brother? Could this be used to discriminate for jobs?’”
In another example, participant P16 asked if using his digital
identity at a liquor store would mean that “the government
[would know] how often [he goes] to the liquor store.” Several
participants wondered what kind of statistics this would enable
the government to keep.

Similarly, participant P22 expressed skepticism over the
trustworthiness of permission requests after “recent issues with
Facebook,” such as the Cambridge Analytica data scandal [8]:
“I don’t know if the camera’s on right now but if it is on in the
background and it’s seeing my face, that could potentially be
a little unsettling.”

Some participants were unable to establish a clear un-
derstanding of who would be able to access their PII and
information associated with their use of a digital identity service.
Participant P4 believed that Apple (the manufacturer of our test
device) could obtain access to a digital identity and its contents
though iCloud Backup saying, “as soon as the information’s on
the cloud, [Apple has] access at all times.” In discussing their
avoidance of OS updates, Participant P15 said, “Every single
time that you do an update, more of your personal information
just gets accessible to—not everybody but, like, law enforcement
and such [...]”

Secondary use of personal information. Participants wor-
ried about what else might happen to their data. Participant
P16 felt that companies were not incentivized to put users first:
“. . . companies are accountable to shareholders, board [sic] of
directors, and other people who are more in it for profits than
they are for providing a national service to the people.”

Participant P8 worried that if a police officer took her phone
away to verify her digital identity, the officer could go through
other information on the phone, such as her medications. In
her words, an app makes “too much information available
to anybody. . . . it’s too open.” Participants with these types
of concerns were uncomfortable with hosting their proof of
identity on the same device that has access to so many other
facets of their life. To alleviate this concern, the digital identity
app should be able to provide the requested identity information
while keeping the rest of the phone locked.
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Reliance on mobile phone and network connectivity.
Participants discussed pain points that deter the replacement
of their traditional documents with digital identities. These
points were specific to the device, such as losing power or
connectivity. Participant P15 said that the unreliability of his
“older model” phone would encourage him to “always make
sure [he] has [his] paper documents . . . in case the app didn’t
work. . . .” In addition, participant P11 felt that using a digital
identity was too risky, saying, “Lose your phone, lose your
identity, lose everything.” Others worried about infrastructure
issues such as natural disasters disrupting service, or travelling
to jurisdictions without this service. Participants noted that
while cumbersome, the ‘low-tech’ identity cards were less
susceptible to technological problems.

Technology misconceptions. We found that general tech-
nology misconceptions, such as those about QR codes, also
hindered participants’ ability to accurately understand digital
identity. For example, participant P11 misinterpreted the
purpose of the app’s QR code; she thought the QR codes
existed only to “[give] you. . . detailed information on objects,”
such as when looking up information about a product while
in a retail store. This highlights the need for very explicit (yet
brief and simple) instructions within the app relating to key
interactions, even when the interaction itself is simple (e.g.,
scanning a QR code).

These general technology misconceptions can also lead
to misconceptions about privacy, thereby impacting users
willingness to adopt digital identity services. For example,
at least four participants incorrectly believed that their identity
information was embedded in the QR code when in reality,
the QR code was random, contained no personally identifiable
information, and was only used to connect the smartphone to
the POS terminal. Participant P4 speculated that relying parties
would “only [scan] the information that they need and not any
additional information even though all the information is in
your barcode”. In reality, the relying party only has access to
the data that was authorized by the user (and none is in the QR
code). This misconception could lead users to believe that the
trustworthiness of relying parties (to not access more than they
should) is paramount, whereas in practice the system protects
against this threat and control over information sharing remains
with the user.

D. User Requirements

Participants also described what they expect a digital identity
service to offer. These remarks help to identify requirements
for future implementations of digital identity services.

Requests for additional security features. Some partic-
ipants expressed interest in mechanisms for disabling their
digital identity. Participant P20 wanted to “[be] able to lock
[his digital identity] out completely” upon losing his phone
and be able to reactivate his identity on a replacement device.

Participant P8 wanted some degree of ephemerality when
sharing information with relying parties: “Once they’ve printed
off my hospital bracelet, I [should be able to] press on my phone

‘Disconnect’ so that they can no longer see my information.
They have it already recorded, they don’t need to stare at it
anymore.”

Requests for additional functionality. Participants envi-
sioned a wide range of uses for a digital identity. For example,
participant P8 wanted to add documents for people in her care:
“. . . As a mom, if I’m going to do my health card, I’d like to do
my children’s so it’s all together, right? And maybe, perhaps if
I’m responsible for other people.” Others wanted to be able to
use the app for storing other types of information, such as car
insurance information and student IDs. In addition, participant
P4 believed that storing his credit card information in such
apps is more “secure than just in the Apple Wallet.”

Technical support. Participants expressed a need for clear
support channels in digital identity apps. Participant P17
suggested that the app should include contact information for
the people responsible for the app so users can ask questions:
“You know when you buy something from IKEA and they tell
you, ‘Well, don’t break it. If you don’t know how to do it, call
us.’ Something like that.” Participant P8 echoed this suggestion
saying that a toll-free number should be provided to make
your identity “inoperable” or to “put a pause on the app.” On
the other hand, participant P5 highlighted the importance of
including resources to help identity theft victims. She believed
that such resources would “[show] the friendliness of the app”
and reinforce that someone is “looking out for [the user] in a
sense.”

VII. LIMITATIONS AND MITIGATIONS

To protect participants’ privacy, we provided participants
with a mobile device, a laptop, and sample identity documents,
rather than using their own devices or documents during the
study. This may have influenced participants’ opinions (e.g.,
when reporting their level of comfort with providing specific
types of information in the sorting exercise). However, we asked
participants to treat these devices and documents as if they were
their own and contained their personal information. We note
that participants did have a range of responses when deciding
whether to share particular information (Fig. 5). This sorting
exercise asked about willingness to share for the purposes of
digital identity registration. It is, therefore, difficult to determine
if participants’ reluctance to share is a function of distrust of
eID-Me or a general privacy concern. To try and minimize this
effect, we placed the sorting exercise early in the session (Task
2), before participants interacted much with the app.

All study sessions were conducted in a lab setting, which
did not allow for a realistic time lapse between participants’
completion of the registration phase and the actual use of the
app (e.g., in-person authentication). To increase realism, we did
include realistic physical identity documents and POS hardware
to scan the QR code.

We provided participants with basic instructions on how to
use eID-Me (Fig. 2). These were minimal and did not contain
any information about the functionality and implementation
of digital identity services. Thus, we believe that they did not
unduly influence participants’ responses to the questions in our
questionnaires and interview.

Our participants were highly educated and regular smart-
phone users; therefore they were comfortable with technology
and, although this describes many people (e.g., in 2017, 89.5%
of Canadian households owned mobile phones [11]), this is
not necessarily representative of the general population.
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VIII. DISCUSSION

In this section, we address our research questions and
provide recommendations for how these findings can be applied
generally to the design of digital identity services.

RQ1: How do users perceive digital identity services?

Participants mainly understood digital identity services to be
convenient alternatives to physical documents but their interest
depended on the circumstances of use (e.g., being hesitant to
use it with law enforcement vs. being comfortable using it with
health institutions that already have their data). Participants
also viewed digital identity services as a potentially risky
technology, raising questions about data breaches, identity theft,
the implications of drained mobile phone batteries, surveillance,
and more.

Our participants’ understanding of digital identity services
was frequently misaligned with how these services actually
work. In some cases, these misunderstandings led to concern
over risks and threats that did not actually apply to the current
technology. Like many security tools, conveying a suitable
mental model that adequately represents the involved risks
may be challenging. Some of the security or privacy benefits
of digital identity services are particularly difficult to convey
because there are no analogous tools with which users are
familiar.

We saw marginally positive responses from participants with
respect to using digital identity services. It is likely that many
of these users would eventually adopt this type of technology
once it became “mainstream”. It may also be that, even if
fully informed of the risks and benefits, some users will avoid
transitioning to a digital identity because they prefer their
physical documents.

RQ2: What are users’ expectations for digital identity services?

Participants’ main expectations included clarity around the
service’s data-handling practices, safeguarding users’ security
and privacy through principled decision-making (e.g., how
the service is operated and who operates it), and processes
for dealing with a lost or stolen smartphone. These findings
align with previous research on trustworthiness in electronic
transactions [6], [31], suggesting that there is a correlation
between perceived trust and an individual’s willingness to use a
system. Ultimately, our results affirm that implementing security
mechanisms is often insufficient on its own to foster users’ trust;
how users perceive a system’s security and privacy mechanisms
significantly influences their adoption of this system.

It is also important to consider that participants’ expectations
may have been shaped by their knowledge of other technologies
and by public discourse on privacy. For example, some partici-
pants wondered whether digital identity services would collect
and share user data with advertisers—a practice engaged in
by some existing technology companies. Others were skeptical
of such services due to news reports such as Facebook’s data-
sharing agreements with Cambridge Analytica [8]. In addition,
participants recalled other data breaches seen in the news and
speculated about the possibility of their identity information
being stolen.

A. Security and Privacy of Digital Identity Services

To avoid priming, we intentionally avoided educating
participants about the benefits and features of digital identity
services, because in real deployment many users would not
devote attention to such details even if they were made available.
And although the prototype was not the focus of this paper,
we believe that it is worth discussing some of its security and
privacy features because many of the users’ concerns would
actually be alleviated. We note that these features are not unique
to eID-Me, but rather we recommend that they be included in
any digital identity service.

In practice, users would retain more control over their
privacy than with current physical identity documents because
some of eID-Me’s features can help minimize how much
information users need to share with recipients:

• Instead of having access to more information than nec-
essary, as is often the case with traditional proofs of
identity, relying parties only receive the identity attributes
specified in their request (e.g., confirmation that someone
is eligible for a service, rather than seeing or collecting all
of the actual PII on a health card). Additionally, relying
parties can designate any of the requested attributes as
optional, thus allowing users to provide only a subset of
the attributes.

• Via public key cryptography, relying parties can be assured
of the integrity of the information they receive from
users and that it has been verified by the Registration
Authority (RA). This trust also makes it possible to
give less information to relying parties (e.g., rather than
obtaining a user’s birth date, a relying party can simply
be assured that a user is over 18).

Compared to analog proofs of identity, the app has security
mechanisms that give greater control to users and stronger
assurances to relying parties:

• Users must unlock the app with their biometrics (if enabled
on their device) or a passcode prior to using their digital
identity. Even then, information is only shared after the
user sees and approves a notice detailing what information
the relying party will receive.

• Users can configure the app to require re-authentication
before certain attributes are shared.

• For in-person transactions, relying parties can request
further authentication from users to confirm their identity.
For example, if a cashier suspects that the user may
be fraudulently using someone else’s identity by having
stolen an unlocked phone, the cashier can trigger a
request through the POS for the user to provide additional
authentication, such as their biometric, through the app
before they can use their digital identity again).

Assuming that the RA is trustworthy and the infrastructure
is technically secure, two main points of vulnerability remain
that involve the user interface.

Registration: First, enabling remote registration may create
opportunities for imposters to fraudulently obtain a digital
identity. When identity proofing for eID-Me is not conducted
in person, imposters may find it easier to circumvent the
verification process when registering. This would require an
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imposter to gain access to multiple physical identity documents
from the victim, and pass other secondary verifications by the
RA, such as being physically present at the victim’s home
address during the registration process. To mitigate against
this threat, the system could implement mandatory in-person
verification at a service centre during the one-time registration
process (in essence trading usability and convenience for
security).

Authentication: In some cases, imposters may be able to
authenticate with a victim’s legitimate digital identity issued
by eID-Me. An imposter may succeed in authenticating with
the victim’s smartphone because the victim is not following
best practices for securing their smartphone (e.g., no biometric
lock), or through coercion (e.g., forcing a victim to provide
their biometric in the case of online authentication).

We contend that it is difficult to convey these details to users
through the user interface or even through education campaigns
because the underlying mechanisms are fairly complex and
in some cases un-intuitive unless someone has a technical
background. Users’ perceptions and mental models may remain
a barrier to adoption for some users. For this reason, our
following recommendations focus on communication.

B. Recommendations

The results of this study characterize the challenges as-
sociated with possible adoption of digital identity services
from the users’ perspective. We believe that as digital identity
services begin to incorporate more sophisticated technologies
(e.g., distributed ledger technologies such as Blockchain [39],
zero-knowledge proofs [16]), having strategies for mitigating
these challenges is even more important to ensure that users
can make informed decisions about whether they align with
their privacy goals. Our recommendations align with advice
from existing literature in other contexts, but we highlight their
applicability because they seemed particularly relevant.

1) Communicate information flows: Digital identity services
should emphasize their data practices. Otherwise, users could
fail to discover privacy-related features and dismiss the app
altogether. We found that most user concerns related to what
would happen to their data in various circumstances. As
mentioned by Bazarhanova and Smolander [4], the relationships
between the involved parties and their respective roles was also
of concern to our participants. Digital identity services should
clearly indicate what is happening with personal information
so that users understand what information is being collected,
who can access it, and where it is being stored. While these
types of statements are typically reserved for privacy policies,
our participants wanted more upfront information.

2) Set expectations up front: User onboarding [25], [28]
is a mechanism for guiding first-time users of an app through
setup processes and providing them with relevant information,
such as instructions on how to perform key tasks. Apps with
complex workflows can rely on user onboarding to help set
users’ expectations. For instance, digital identity apps should
explain early on what registration entails (i.e., gathering all
of their identity documents and then scanning them while at
home or at a service centre).

In addition, user onboarding can help with introducing users
to technology they are not accustomed to or informing them

of the types of interactions they can anticipate. As an example,
explaining the relationship between a user’s digital identity
and the app’s QR code, or clarifying how users can review
information requested by the relying party could have helped
mitigate some of the issues that our study uncovered.

Ultimately, providing key information early can help users
be successful in their use of the service and prevent negative
outcomes that could occur from errors, such as inadvertent
sharing of more personal information than intended.

Users also wanted clear communication paths when things
went wrong or they had questions. We thus also highlight the
importance of the surrounding support systems.

3) Offer privacy assurances and controls: Participants
were vocal against their personal information being misused,
whether through the sale of information or through government
monitoring. As such, we believe it is crucial for digital identity
services to be privacy-preserving, to provide control to the user
over data sharing, and to actively emphasize any protections
that are in place.

Many apps communicate their practices through privacy
policies, but research has shown this to be ineffective as
users frequently struggle to comprehend them [24]. Instead,
these policies should be supplemented with privacy notices.
Privacy notices are user-centric documents that contain “timely,
relevant, actionable, and understandable information” and can
support users in making informed decisions about their use of
a particular service or functionality [33]. For example, prior to
asking for a selfie, a digital identity app should explain how
the facial data will be used.

IX. CONCLUSION

In the years ahead, digital identity is expected to play an
important part in society as more countries adopt it for their
citizens’ identity documents. Despite the impact this will have
on people’s day-to-day lives, little research has explored digital
identity from users’ perspective. Accordingly, we conducted
a usability evaluation to understand users’ perceptions and
expectations of digital identities in Canada. After conducting our
usability evaluation, we learned that designing a digital identity
service to be both usable and privacy-protective requires non-
trivial consideration for users’ prior experiences, the context
in which the identity will be used, and users’ expectations
for the service. Based on our findings, we highlight the need
to communicate information flows to users (within the user
interface or through external documentation), tell them in
advance what to expect when using the app, and offer reasonable
privacy controls, to help users form reasonable mental models
of the system.
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