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Abstract

Between easy-to-counterfeit physical IDs, the poor adoption of some digital alternatives,
and the weak security of others, the need for better identity solutions becomes apparent.
As such, this thesis explores how digital identity services can be designed in a usable,
secure, and privacy-preserving manner.

Our first user study examines the discoverability of participants’ personally identi-
fiable information (PII) to determine what information is suitable for identity proofing.
We found that many different types of PII could be obtained by an imposter and that
individuals significantly underestimate the risk of said information being available.

Our second user study explores the usability of a prototype digital identity service
for smartphone users. We identify and categorize users’ perceptions, opinions, and
concerns over using this type of service. Our findings highlight the need to support
users in developing accurate mental models to avoid usability issues.
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Glossary

authentication A process through which an entity proves that it is who or what it
claims to be.

certificate authority A trusted party that issues certificates indicating that a public
key belongs to a particular entity.

chain of trust An attribute of digital certificates whereby validating a certificate’s
signature requires trusting the CA. That CA’s certificate might be signed by
another CA, thus requiring any relying party to move up the chain until the
root CA’s certificate. The root CA’s certificate is implicitly trusted.

ciphertext The unintelligible output produced by an encryption algorithm.

cryptographic key A string of random bytes that can be used to transform a
message from plaintext into ciphertext, or vice versa.

cryptography A field of study concerned with techniques for communicating securely
such that information can not be read by unauthorized parties.

decryption A process where a cryptographic key is used to transform ciphertext into
plaintext.

digital certificate A document that indicates to whom a public key belongs.

digital identity A digital representation of the attributes, preferences, and traits
that define who or what an entity.

digital identity service A service that allows individuals to establish a digital
identity, authenticate with relying parties by providing their digital identity, and
have the entity operating the service vouch for the authenticity of their digital
identity.

xi



digital signature A message that has been encrypted with the sender’s private key
so that recipients can use the corresponding public key to decrypt the message
and be reasonably assured that the message came from the owner of the key
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hash The fixed-size output of a cryptographic hash function (a function that accepts
a message of any size as input). Cryptographic hash functions are designed so
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is improbable that two different inputs would result in the same output.

identity A representation of who or what an entity is, as defined by its identity
attributes.

identity attribute An attribute, preference, or trait that describes who or what an
entity is (e.g., a car’s vehicle identification number or VIN, a person’s preference
for sci-fi novels over non-fiction books, a computer’s date of manufacture).

identity claim An assertion about an entity (e.g., this person was born on June 7,
1958).

identity proofing A process where information about an individual is collected,
validated, and verified to establish the applicant’s identity with a certain level
of confidence.
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identity provider An entity who, when presented with credentials, can attest to
their validity and whether the party presenting the credentials is genuinely
associated with the credentials.

identity transaction An exchange or interaction with another entity (e.g., a busi-
ness, a hospital) where an individual is required to prove their identity.

identity verification service A service that evaluates whether an individual is who
they claim to be. This process often require individuals to provide government-
issued documents or other types of documents.
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key pair Two keys—a public key and a private key—whereby messages encrypted
with one key can be decrypted with the other key.

knowledge-based authentication An authentication method where individuals
are asked to provide information about themselves which can be verified with
sources that maintain data about the individual.

mental model An individual’s beliefs for how something works.

National Institute of Standards and Technology A US government agency whose
responsibilities include developing scientific and technological standards.

nonce A random number that is used only once. Nonces are typically used in
cryptographic communications to prevent replay attacks whereby an adversary
eavesdrops on a communication and repeats it to give the appearance of a
legitimate communication.

personally identifiable information Information that can distinguish a specific
individual from others.

plaintext The human- or machine-readable output produced by a decryption algo-
rithm.
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point of sale A location where customer transactions are completed.

private key A cryptographic key that must not be shared publicly. Private keys are
used to sign messages and to decrypt messages that were encrypted with the
key-pair owner’s public key.

public key A cryptographic key that is safe to share publicly. Encrypting messages
with a public key ensures that the message can only be read by the key-pair
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the password. This ensures that even if two users has the same password, the
values stored in the database would be unique, thus preventing certain types of
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Chapter 1

Introduction

1.1 Motivation

The Universal Declaration of Human Rights states that “everyone has the right to
recognition everywhere as a person before the law” [125]. In practice, however, over 1.1
billion people are living without official identification [122]; a reality that effectively
denies them access to essential services like health care and limits their ability to
participate in today’s economy.

There are still fundamental issues even for those with official identification. The
authenticity of physical identity documents can no longer be guaranteed given that
counterfeits are accessible and relatively easy to produce [9,53]. Additionally, physical
identity documents lack safeguards for preventing access to personally identifiable
information that is irrelevant for a given transaction.

And while some countries have adopted digital identity systems (e.g., [4, 38, 64,
103,110], these systems can have adverse consequences when implemented poorly. For
example, a recent software vulnerability put more than 760,000 Estonian citizens at
risk of becoming victims of identity theft [55].

Ultimately, the above challenges highlight the need for an ID system that is both
secure, maintains privacy, and does not compromise on usability. We believe that
digital identity services have the potential to meet these goals. Although many
definitions are available, we start with NIST’s interpretation [61]: “digital identity
is the unique representation of a subject engaged in an online transaction. A digital
identity is always unique in the context of a digital service, but does not necessarily
need to uniquely identify the subject in all contexts. In other words, accessing a digital
service may not mean that the subject’s real-life identity is known.”

Canada does not yet have a national digital identity service, and while most agree
that one is needed (e.g., [28, 45,59]), no one approach has been selected yet.
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1.2 Research Goal

In this thesis, we aim to bring a greater understanding to how digital identity services
can be designed to be usable, secure, and privacy-preserving through the lens of four
research questions:

1. To what degree are certain types of personally identifiable information
(PII) discoverable through social media services and search engines?

2. How do an individual’s behaviours, both online and offline, relate to the ease
with which an imposter could obtain their PII?

3. How do users perceive digital identity services?

4. What are users’ expectations for digital identity services?

1.3 Contribution

We identify two primary contributions of this work:

• Our first study indicated that many different types of PII could be obtained
by an imposter and that individuals significantly underestimate the risk of said
information being available. As a result, we recommend that identity proofing
processes rely on other types of information and suggest initiatives that can help
users both recognize the risk associated with their behaviours and support them
in changing their behaviours.

• From our second study, we identify and categorize users’ perceptions, opinions,
and concerns over using a digital identity service for their own privacy and security.
We also demonstrate the problems that occur when a digital identity app fails
to convey the system image accurately. Accordingly, we made recommendations
to help users develop accurate mental models and to ensure users understand
how the service works. This study adds to the sparse literature on the usability
of digital identity services.
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1.4 Relationship with Bluink

The work presented in this thesis was conducted as joint research between our research
group at Carleton University and Bluink Ltd. [19], an Ottawa-based technology
company specializing in identity management.

We conceived the design of both studies, with consultation from Bluink. Bluink
handled all development of the eID-Me software and provided us with versions of the
software for our evaluations. We worked together on aspects of the user interaction,
including the app’s registration process for which we proposed designs.

After analyzing the data collected for each study, we provided Bluink with reports
of our research results. Bluink used the outcomes of the information discoverability
study to inform the implementation of the identity proofing algorithm used in their
prototype, which participants interacted with in the usability study. In addition, for
the usability study, we provided Bluink with recommendations detailing how the app
could be modified to address the issues identified through our research.

1.5 Thesis Outline

This thesis is arranged as follows:

• In Chapter 2, we provide a review of relevant research literature relating to
identity proofing, personally identifiable information, and authentication. We
also identify gaps in the literature that we intend to fill with our work.

• In Chapter 3, we present the findings from our information discoverability study,
where we investigated the discoverability of participants’ personally identifiable
information.

• In Chapter 4, we present the findings from our usability evaluation, where
participants interacted with a smartphone-based digital identity solution.

• In Chapter 5, we interpret the findings of both studies in the context of our
research questions, set forth recommendations for the digital identity services,
discuss the opportunities for future research, and indicate the limitations of our
work.



Chapter 2

Background

In this chapter, we introduce essential concepts relating to identity and public key
infrastructure, and provide an overview of the relevant research literature concerning
identity proofing, personally identifiable information, and authentication. We conclude
the chapter by summarizing the gaps we identified in the literature that this thesis
intends to fill.

2.1 General Concepts

In this section, we define terminology relating to identity, usability, and public key
infrastructure.

2.1.1 Identity

Identity can be defined generally as the attributes, preferences, and traits that
define who or what an entity is (e.g., a car’s vehicle identification number or VIN,
a person’s preference for sci-fi novels over non-fiction books, a computer’s date of
manufacture) [5, 27, 131]. Hereafter, we refer to these attributes, preferences, and
traits collectively as identity attributes.

Certain types of identity attributes are considered personally identifiable in-
formation, or PII. PII is a term used to describe information that can distinguish a
specific individual from other people [43]. In one of its publications [82], the National
Institute of Standards and Technology (NIST) states that PII includes:

(1) any identity attribute(s) that can be used to distinguish an individual from
others (e.g., full name, Social Insurance Number, home address), and

(2) any information that “is linked or linkable to an individual” (e.g., IP address,
medical records, gender, postal code).

4
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Identities are commonly used in transactions. Transactions are exchanges where
entities are required to provide credentials—for example, physical proofs like a driver’s
license or digital proofs like cryptographic keys—to support claims that a specific
identity belongs to them [11,117,131]. These credentials are typically issued by an
identity provider, such as a government agency or an online service provider like
Google, who can attest to the validity of the credentials and their association with a
specific identity [61].

Related to digital identities, which are used to represent entities, the term eID
refers to electronic mechanisms that people can use to prove their identity to a relying
party [30].

Blue, Condell, and Lunney [18] offer a recent comprehensive introduction to the
concepts surrounding identity, authentication of identity, and digital identity. In
addition to providing definitions for key terminology, this overview acknowledges the
relative ease with which counterfeit physical documents can be produced but concedes
that a superior digital alternative has yet to emerge.

In our research, we focus on this transactional use of identity, specifically when
conducted with digital credentials managed by a smartphone app.

2.1.2 Public Key Infrastructure

Cryptography is a field of study concerned with techniques for communicating
securely such that information can not be read by unauthorized parties [87].

Two essential cryptography concepts are encryption and decryption [84]. En-
cryption is a process where the sender uses a cryptographic key to transform their
message from its original, readable format (plaintext) into an unintelligible format
(ciphertext). Conversely, decryption is a process where the recipient can use a key
to transform ciphertext back into plaintext.

The two main types of cryptography are symmetric key cryptography and
public key cryptography (or asymmetric cryptography) [85]. With symmetric key
cryptography, the sender and the recipient share a key that is used for both encryption
and decryption.

With public key cryptography, the sender and the recipient each have their own
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key pair [85]. A key pair consists of a public key and a private key. The public
key can be distributed widely while the private key must be kept secret.

When a message is encrypted with a key pair’s public key, it can only be decrypted
using the corresponding private key [85]. Conversely, when a message is encrypted
with a key pair’s private key, it can only be decrypted with the corresponding public
key. As such, to send an encrypted message using public-key authentication, the
sender encrypts their message with the recipient’s public key. This ensures that it can
not be read by anyone else.

Similarly, senders can encrypt messages with their private key to create a digital
signature [85]. Recipients can decrypt the message using the sender’s public key
to validate the signature and be reasonably assured that the message was from the
sender (assuming that the sender protected their private key).

Public key cryptography is also fundamental to digital certificates. A digital
certificate is a document that indicates to whom a public key belongs [68]. A digital
certificate is issued by a certificate authority (CA), a trusted party capable of
asserting that the public key belongs to the entity in question. The facilities and
mechanisms used to manage digital certificates are collectively known as a public
key infrastructure (PKI).

A standard X.509 certificate [36] includes details about the certificate owner and the
certificate authority, information about the certificate’s validity, the digital signature
of the certificate authority, and other information.

Relying parties can validate the certificate’s signature to be assured of its authen-
ticity, however, this requires the CA’s certificate to be trusted. The CA’s certificate
might be signed by another CA, thus creating a chain of trust until a root CA that
is implicitly trusted is found [69]. Relying parties are any entity that must depend on
assertions made about the identity of another entity.

PKI is often used to generate digital identity certificates for individuals once suffi-
cient identity attributes have been verified and the credential provider is reasonably
confident in the individual’s identity. These certificates form the basis of a digital
identity infrastructure.
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2.2 Identity Proofing

Identity proofing is a process where information about an individual is collected,
validated, and verified to establish the applicant’s identity with a certain level of
confidence [11,24,61].

In an identity proofing process, the main parties involved are:

• the applicant (the individual who is claiming a particular identity), and

• the credential service provider (the party responsible for asserting whether the
identity in fact belongs to the applicant).

As seen in Figure 2.1, identity proofing processes typically consist of three main
steps [11, 60]:

1. Resolution. During the resolution step, the applicant gives the credential service
provider the requested identity attributes (e.g., full name, birth date, home
address) and other proofs of identity (e.g., photographs of identity documents).
This step serves to uniquely identify the applicant.

2. Validation. During the validation step, the credential service provider confirms
the authenticity of the information provided in the resolution step. This can in-
volve consulting existing databases (e.g., existing government records, databases
maintained by credit bureaus or consumer reporting agencies like Equifax [49])
or checking for signs of tampering (e.g., information embedded in barcodes that
does not match the information on the document).

3. Verification. During the verification step, the credential service provider
attempts to confirm that the identity being claimed by the applicant is associated
with a real person. This can be achieved through measures such as requiring
applicants to take a photo and checking that the photo matches information
provided in the resolution step.

Identity proofing processes can be designed to allow applicants to complete the
process in person, remotely, or a combination of the two [88]. With in-person identity
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Figure 2.1: Typical steps in an identity proofing process. Reprinted from the National
Institute of Standards and Technology, U.S. Department of Commerce [60].

proofing, applicants present proofs of identity to someone affiliated with the credential
service provider for verification. While the ability to physically verify proofs may
be desirable, in-person identity proofing can be expensive to implement (e.g., cost
of training staff to recognize counterfeit documents or fraudulent behaviours, cost
of deploying any specialized equipment) and inconvenient for applicants (e.g., travel
time).

On the other hand, with remote identify proofing, proofs of identity can be provided
over the Internet instead of requiring the applicant to be physically present. A downside
of this option is that depending on the implementation, an attacker could pass off
someone else’s information as their own with relatively little effort (e.g., no need to
create convincing identity documents).

Accordingly, some researchers have investigated how the weaknesses of remote
identity proofing can be addressed. For example, Lewison and Corella developed
a rich credential that allows three-factor identification (i.e., a private key on their
device, a password, and biometrics) of applicants even if their credentials have never
been registered with the credential service provider [76]. To accomplish this, the
credential service provider is given additional metadata that can be used for verification
(i.e., a biometric token and a salted hash of the password) in lieu of receiving the
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user’s password or biometrics. Augot et al. conducted similar investigations into this
zero-knowledge [84] approach of identity proofing with blockchain technologies [12].

2.2.1 Real-World Implementations

GOV.UK Verify [57] allows residents of the United Kingdom to access online services
provided by the government (e.g., filing tax returns, driver’s license applications and
renewals) once they have completed an identity proofing process with a third-party
company, such as Experian [50] or Barclays [15].

Prior to the launch of GOV.UK Verify, the government conducted a survey to
understand the likelihood of various demographic groups having the means to complete
the required identity proofing [34]. For instance, the survey results indicated that
those 75 years of age or older and those between the ages of 16 and 24 would be least
likely to have the means. It was suggested that the younger cohort would be less likely
to have the necessary identity documents and less likely to have a financial history
that companies could use to verify their identity. The older cohort was less likely to
have the required technology (i.e., smartphones and tablets) and less likely to have
recent activity on their credit file that companies performing the identity proofing
could use as evidence.

The survey also found correlation between an individual’s occupation and having
the means to complete identity proofing. For instance, those in “professional and
managerial occupations” were more likely to have evidence accepted by the companies
performing the identity proofing than the unemployed, students, and those in “non-
classified occupations.”

These results highlight the challenges associated with verifying the identities
of individuals who may not have enough records with organizations such as the
government or financial institutions.

One possible workaround that is currently being investigated is the use of online
activity in identity proofing solutions. For instance, exploratory research on the use of
online activity for GOV.UK Verify’s identity proofing [128] yielded two key findings:
(1) users were willing to allow access to their accounts for identity verification purposes,
and (2) analyzing online activity can be effective for identity verification. Similarly, in
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2019, the United States Department of State [10] announced that its visa applications
would begin requiring applicants to provide “social media usernames, previous email
addresses and phone numbers” for identity proofing processes. While these approaches
may help identity proofing become more accessible, they also raise new questions
about the implications for users’ privacy.

2.2.2 Literature Gaps

While we identified research papers focusing on technical implementations of identity
proofing and examples of identity proofing in use, there is limited understanding on
the usability of these solutions and their impact on users’ privacy.

2.3 Personally Identifiable Information

The effectiveness of any identity proofing solution will be severely compromised if the
information that it requests from users can be easily obtained or spoofed. As such,
a key aspect of understanding the potential for identity proofing solutions involves
understanding confidentiality issues involving PII. In this section, we explore this
topic from several different perspectives.

2.3.1 Metrics

When PII is made available to unauthorized parties, either intentionally or accidentally,
this can have adverse effects for individuals and organizations. However, the magnitude
of these effects can vary greatly depending on the types of PII involved and the
context [99].

To help organizations estimate this potential for harm, NIST established criteria
for assessing the PII confidentiality impact level of a given instance of PII [82]. The
PII confidentiality impact level describes the extent to which the individual owning
the PII and to which the organization maintaining the PII would experience adverse
effects if the PII was “inappropriately accessed, used, or disclosed.” The three impact
levels (low, medium, and high) are described in Table 2.1.
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Table 2.1: Definitions for PII confidentiality impact levels [61]

Impact Level Condensed Definition

Low —
“Limited adverse
effect” on the
organization or
the individual

• minor financial losses
• minor harm to individuals
• organization’s ability to achieve its mission is diminished but

the organization can still accomplish its primary functions
with reduced effectiveness
• minor damage to the organization’s assets

Medium —
“Serious adverse
effect” on the
organization or
the individual

• significant financial losses
• significant harm to individuals but no loss of life and no

life-threatening injuries
• organization’s ability to achieve its mission is significantly

diminished but the organization can still accomplish its
primary functions with significantly reduced effectiveness
• significant damage to the organization’s assets

High —
“Severe or
catastrophic
adverse effect”
on the
organization or
the individual

• major financial losses
• severe or catastrophic harm leading to loss of life or

life-threatening injuries
• organization’s ability to achieve its mission is severely

diminished and the organization can no longer accomplish one
or more of its primary functions
• major damage to the organization’s assets

NIST also identified six factors, listed in Table 2.2, that it recommends organizations
take into account when assigning confidentiality impact levels [82]:
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Table 2.2: Additional factors to consider when assessing PII confidentiality impact
levels

Factor Example

Identifiability Typically, Social Insurance Numbers can directly identify
individuals whereas less specific attributes, such as an
individual’s city of residence, often can not.

Quantity of PII A data breach involving 10 million records might cause more
harm than a breach of 10 records (e.g., the organization
might have to compensate each affected individual).

Data Field
Sensitivity

In many contexts, the unauthorized disclosure of a Social
Insurance Number might cause more harm than a disclosure
of an email address.

Context of Use The names and home addresses of an intelligence agency’s
undercover agents likely have a higher confidentiality impact
level than the names and home addresses of a newspaper’s
subscribers.

Obligation to
Protect
Confidentiality

An organization operating in a jurisdiction with strict
privacy laws might face stronger penalties for an
unauthorized disclosure than an organization operating
elsewhere.

Access to and
Location of PII

A data set that is accessible to many people or can be
accessed remotely might be at greater risk of being
compromised.

While these metrics may be used in practice (e.g., [42, 51]), the research literature
surrounding their use is sparse, making it difficult to assess their impact or the
implications arising from their use.
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2.3.2 Prior Work

Much of the literature concentrates on how de-identified publicly or semi-publicly
available data can ultimately compromise users’ privacy. De-identification is a process
where identifying information is removed from a data set to minimize the chances
of any single person being identified by their data [98]. Conversely, re-identification
involves attempting to discover the identity of an individual in the data set by matching
their anonymous data to information from other non-anonymized data sets [98].

The literature suggests that individuals can often be re-identified with relatively
few identity attributes. After analyzing data from the 1990 United States Census,
Sweeney [118] concluded that 87% of the U.S. population could likely be uniquely
identified with just three identity attributes: their ZIP code, their gender, and their
date of birth. An analysis by Golle [54] using more recent census data supported these
findings, although only 63% of the population was likely to be directly identified with
the same three attributes.

Others have more concretely demonstrated how feasible it is for individuals to be
re-identified. Sweeney’s work [118] illustrated this by linking anonymized hospital
discharge data from various U.S. hospitals to voter registration lists, which would
ultimately reveal information like an individual’s diagnosis, any procedures they
underwent, and medications they were taking. Journalists [14] were able to re-identify
anonymized search queries that AOL had published for researchers to examine. After
identifying patterns in the publicly-available Death Master File (a database from
the U.S. government containing the Social Security numbers of the deceased) [126],
Acquisti and Gross [3] were able to predict most digits in a person’s Social Security
number if they knew the person’s date of birth and place of birth.

Munson et al. [86] conducted a survey with U.S. participants to investigate aware-
ness and attitudes regarding the availability of public records online—specifically,
records of donations made to political campaigns and records of real estate transac-
tions. A major outcome of the survey was that there was no difference in the level
of awareness between those who were represented in the records (i.e., those involved
in real estate transactions and those who made political donations) and those who
were not. This finding led the authors to suggest that organizations could improve
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how data practices are communicated but cautioned that handling this poorly could
discourage people from participating in activities that will ultimately end up being
publicized.

Irani et al. [71] analyzed the social footprints (i.e., online presence across multiple
social networks) of over 8,000 users to quantify the degree to which select identity
attributes can be discovered for a particular user. The study revealed that the “leakage”
of identity attributes generally worsens as the number of social network profiles for a
given user increases.

Focusing more on criminal behaviours, Copes and Vieraitis [37] conducted inter-
views with 59 incarcerated identity thieves to learn more about their strategies for
carrying out these crimes. A major finding of these interviews was that the thieves’
most frequently used methods for acquiring other people’s information included pur-
chasing the information (e.g., from employees at various businesses and government
agencies, from the black market), taking the information from trashcans and mail-
boxes, and taking it from friends, family and acquaintances (sometimes with their
permission).

Together, this literature provides valuable insight into how the confidentiality of
PII can be compromised through public records and through more calculated attempts.
However, there appears to be a limited amount of literature examining vulnerabilities
in certain mediums, such as the physical spaces users occupy in their daily lives and
social networks.

2.3.3 Legislation

As of 2019, 132 countries have enacted privacy laws [63]. In Canada, the Personal
Information Protection and Electronic Documents Act (PIPEDA) stipulates the rights
that individuals have with respect to their personal information and also governs how
organizations must conduct themselves when making use of personal information [43].

One of the more impactful pieces of recent legislation is the European Union’s
General Data Protection Regulation (GDPR) [119], which went into effect in 2018.
The GDPR requires companies that collect personal information to allow users to
determine what information is being maintained about them, how the company will



15

be using that information, and to be able to request that their information be deleted.
Companies that fail to comply can face fines of up to 20 million EUR (approximately
30 million CAD) or four percent of their annual revenue, whichever is higher.

Some have described the GDPR as having a “Brussels effect” [23]—a phenomenon
where legislation enacted in the European Union is able to shape laws and markets
abroad [40,107]. The GDPR had international impact because it was applicable not
only to companies operating in the EU but to companies serving EU residents. This
resulted in many companies around the world updating their privacy policies to be
GDPR-compliant [32] and building controls for users to access their data [47,70,113].

The GDPR has also prompted other jurisdictions to enact similar legislation, such
as the California Consumer Privacy Act (CCPA) [26], the Deceptive Experiences
To Online Users Reduction (DETOUR) Act in the US [1], or Brazil’s General Data
Protection Act [39].

While predicting how these legal changes will impact digital identity services
is difficult, the current and pending legislation may pressure such services towards
offering basic privacy protections and transparency to their users as a baseline.

2.3.4 Literature Gaps

While we identified literature on the subject of the confidentiality of PII, most of
this research was limited to the digital world. To construct a more comprehensive
understanding of the confidentiality issues involving PII, more aspects of the analog
world should be studied (e.g., people’s interpersonal relationships, habits with personal
belongings).

2.4 Authentication

Authentication is a process through which users prove that they are who they claim
to be [35,84]. Users can accomplish this by presenting proofs known as authentication
factors. Typically, there are three types of authentication factors [6]:

• knowledge factors (or something the user knows), such as a password;

• possession factors (or something the user has), such as an identity card; and
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• inherence factors (or something the user is), such as a fingerprint.

On their own, each of these factors is easier to compromise than if multiple
factors were required [120] so it is often advised that multi-factor authentication be
implemented. Multi-factor authentication requires users to provide two or more factors
as proof. For example, many email providers implement two-factor authentication by
allowing users to provide their password as a knowledge factor and a temporary code
sent to their mobile phone as their possession factor.

Many of the same principles established for authentication can be applied to
identity proofing. In particular, the use of multiple factors of different types is a
valuable approach as proof of identity.

2.4.1 Digital Identity

Over the last couple of decades, many countries have considered adopting eIDs;
however, the switch from paper-based systems to an electronic one is considered a
fundamental transition in how citizens and governments interact [4] and can have
socio-technical impact across many aspects of daily life. Further, the adoption of eID
can also have significant privacy and security implications. We provide an overview of
some of the early implementations of these systems in which some of these challenges
arose.

In 1999, Finland became the first country to issue eIDs, however, these were
non-mandatory [103]. Finland’s eID could be used as a travel document, to access
government services, and to sign documents electronically. Finland’s implementation
of eID did not see widespread adoption; ten years after its initial launch, only 10% of
citizens had acquired one. Citizens felt that the eID was not necessary and there were
also usability and compatibility issues, particularly with using it for web-based services.
We learn two lessons here relating to adoption. First, adoption will be slow unless
mandatory, and second, compatibility is difficult but critical to large-scale adoption.

The usability issues with Finland’s eIDs further serve as a reminder that for users,
digital identity and its management is not a goal in itself [44]. According to Dhamija
and Dusseault [44], its usability needs to be seamless, secure, and private so that users
can focus on their primary tasks. Besides general usability, this may mean limiting
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user options in some cases to minimize chances of over-disclosing information. As an
example, users might inadvertently select all options when asked which data to share
if it is too confusing to figure out the consequences of not sharing. Digital identity
services may also introduce confusion because now users need to figure out who to
contact to resolve issues—the organization that issued their card or the organization
requesting their credentials?

In the early 2000s, Austria began deploying its Citizen Card (CC) [4], a technology-
agnostic implementation of eID that is compatible with a wide range of devices such
as cell phones, smart cards, and USB tokens. CC is primarily used for accessing
government services and the most popular format of the technology is the smart card.
Distinct from other implementations, CC uses a sector-specific personal identifier
(ssPIN) for each sector (e.g., health sector, tax sector, education sector). ssPINs
can only be used to identify a user within the originating sector, thus preventing
cross-identification. For example, one’s identity with a health institution cannot
be linked to their use of the identity for tax filing. This privacy-preserving feature
has been important in promoting adoption among a population that is generally
privacy-conscious.

Aspects of Austria’s solution relate to Hansen et al.’s [65] assessment of ‘partial
identity’—the idea that in most transactions, only a subset of your identity attributes
are necessary for the exchange. Managing how these partial identities are used can be
unwieldy given that an individual’s digital footprint tends to continuously grow and
rarely shrinks. For instance, even upon death, one’s Social Insurance Number and
associated data might be persisted to facilitate the payment of benefits to a dependent.
The authors further discuss issues relating to partial identity management throughout
a user’s lifespan, including privacy and security concerns, and suggest mechanisms for
mitigating these issues, such as packaging privacy policies with user data and logging
any misuse automatically.

In 2006, Belgium [38] was the first European country to make electronic identity
cards (eIDs) mandatory for its citizens. The cards were plastic smart cards with
built-in microchips for storing the cardholder’s information (e.g., name, photograph,
date of birth, card expiration date) which was also printed on the card itself. The
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microchip could also be used for generating keys and validating digital signatures.
Notably, these cards lacked features for preserving the cardholder’s privacy.

Estonia’s eID smart card is also mandatory for its citizens [110]. The card can be
used to obtain access to services like banking, voting, and health insurance. Like other
cards, its microchip includes users’ information but also stores a key pair used to sign
information shared with a relying party. However, in 2017, a software vulnerability
made it possible for attackers to derive the card’s private key from the corresponding
public key [16, 55]. This highlights a concern held by many users: how safe is their
data and to what extent might it be compromised if breaches occur?

Sweden [64] took a different approach, using a ‘market solution’ where it defined
the legislative framework, but then allowed different providers (mainly banks) to issue
eIDs. These could all be used to access government services. The eIDs were made
available in two formats—a ‘soft’ ID in the form of a file on the user’s computer, and
a ‘hard’ ID that was embedded into a physical card. Each eID included the user’s
personal identity number, which is used across all government services. The approach
enabled the government to set out the framework without the large infrastructure
investment.

Ultimately, digital identities continue to be an active area for innovation as different
countries work towards solutions that meet particular needs. This is evidenced by
recent patent filings, covering different technical aspects (e.g., [2, 74]) and continued
interest from governments around the world [46,58,124].

2.4.2 Federated Identity

Federated identity is a mechanism that allows identity information to be used
across otherwise separate systems [62,106]. With federated identity, a user’s identity
information is stored with an identity provider. When a relying party requires
authentication, the user authenticates with the identity provider instead of the relying
party.

Rountree [106] explains that trust is an essential component of federated identity.
Relying parties never receive users’ credentials; only whether the user authenticated
successfully and, in some cases, their identity information. As such, relying parties
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Figure 2.2: Login form for Yelp with buttons for authenticating via Facebook or
Google.

must be confident in the abilities of the identity provider to authenticate users and to
attest to the validity of users’ identity information. Conversely, the identity provider
must be confident that the relying party will not act maliciously with any user
information they receive.

A common use case for federated identity is single sign-on where a relying party can
support signing in via an identity provider. Figure 2.2 shows Yelp’s implementation of
single sign-on that allows users to sign in with their Facebook or Google credentials.

Industry standards, such as OpenID [121], OAuth [93], and SAML [92], are
commonly used to implement federated identity.

In essence, many eID solutions are federated identities since they enable users
to access multiple services while only providing an agreed-upon subset of the user’s
identity attributes. In some instances, only the attestation is provided rather than
specific attributes. For example, the system might attest that the user is old enough
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to purchase alcohol without disclosing the user’s birth date to the merchant.

2.4.3 Literature Gaps

The literature shows continued advancements in the functionality of digital identity
and federated identity solutions, but we found few works examined how they fare with
users. This presents an opportunity to analyze these technologies from a usability
perspective.

2.5 Summary

While the literature we identified covers subjects like identity proofing, PII, and
authentication, there is still room for additional research to provide insight into the
design of smartphone-based digital identity services. Specifically, much of the literature
surrounding identity proofing and authentication focused on implementation and did
not analyze these solutions from a usability or privacy perspective. Similarly, the
PII-related literature was not comprehensive in that key aspects of the analog world
were infrequently discussed. Through studies on the discoverability of PII (both online
and offline) and a user study of a digital identity service, this thesis aims to make
novel contributions by addressing these gaps.



Chapter 3

Information Discoverability Study

With digital identities, issuing authorities often depend on identity proofing mecha-
nisms to be assured that an individual is who they claim to be. These identity proofing
mechanisms typically use an authentication method known as knowledge-based
authentication (KBA), where applicants are asked to provide information about
themselves which can be verified with sources that maintain data about the individ-
ual [33]. A major issue with this type of identity proofing, especially in an age where
personally identifiable information is increasingly available online, is ensuring that the
challenges can be answered by the applicant while still being difficult for an imposter.
To explore this problem, we conducted a study with twenty-eight participants to
answer the following research questions:

RQ1.1 To what degree are certain types of PII discoverable through social media
services and search engines?

RQ1.2 How do an individual’s behaviours, both online and offline, relate to the ease
with which an imposter could obtain their PII?

We use the findings of this study to make recommendations on the types of PII
that are best suited for identity proofing.

3.1 Methodology

In this section, we describe how we recruited participants, the equipment we used
to conduct the study, and the procedures we followed during each session. The
study received ethics clearance from Carleton University’s Research Ethics Board-B
(CUREB-B) on April 16, 2018 (Project #108764).

21
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3.1.1 Recruitment

To recruit participants, we advertised the study by placing posters (see Appendix A.1)
across the Carleton University campus with our contact information. We also shared
information about the study through social media groups, such as a Facebook page
for announcing on-campus HCI user studies.

When prospective participants reached out to us, we sent them an informed consent
form, information on how to sign up for available time slots, and asked them to indicate
their three most used social media websites and apps. This allowed us to familiarize
ourselves with the interfaces and privacy settings for any social media services we had
not previously encountered before their session. Participants were also asked to bring
either the login information for these accounts or to bring their own device that was
already signed into these accounts.

We required all participants to be at least eighteen years of age, fluent in spoken
English, and active users of at least one social media service.

3.1.2 Procedure

Sessions were either conducted on campus at Carleton’s Human Oriented Research in
Usable Security (CHORUS) Lab or off campus at mutually convenient locations. All
sessions were conducted in environments that offered participants sufficient privacy
and confidentiality (e.g., experiment rooms at CHORUS Lab, quiet areas of public
libraries).

We paid participants CAD$25 in cash and an additional CAD$10 for eligible
parking expenses. The interview portion of each session was audio recorded if the
participant gave consent. Sessions were approximately 90 minutes in length and
included the following activities:

1. Consent form. Participants were asked to read and sign the consent form
(see Appendix A.2), which outlined what the study would entail, described
the implications and possible risks associated with participating, and gave
participants the ability to choose whether their interview would be audio recorded.
All participants received a copy of the consent form via email in advance of their
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session to give them ample time to review it.

2. Demographic questionnaire. Participants completed a demographic ques-
tionnaire (see Appendix A.3) focusing on demographic information, social media
usage (including questions about their three most-used accounts with social
media services), and their attitudes and behaviours with respect to security and
privacy.

3. Interview. Through a semi-structured interview (see Appendix A.4), partic-
ipants were asked about their practices for keeping personal belongings and
electronic devices safe, their experiences with data breaches, and their attitudes
towards technologies like mobile wallets and digital identities.

4. Social media exercise. Starting with their most used social media account,
participants were asked to look up generic information about their account, such
as their friend count and privacy settings, and to browse their account in search
of specific types of PII. Participants completed these activities while signed into
their account so that we could see any information associated with their account,
including any content that had privacy restrictions.

The generic information was recorded by the researcher using a paper form (see
Appendix A.5). For the PII, we provided participants with a paper checklist
of categories of PII to look for (see Appendix A.6). To protect their privacy,
participants only recorded the presence or absence of PII (as opposed to recording
the PII itself) and remained in full control of the device being used to browse
the account. The researcher made sure to observe the presence of the PII on the
account and took note of contextual information to aid in classifying the results
later on. These notes did not include participants’ actual PII.

For each account declared in the demographic questionnaire, participants were
given about ten minutes to complete this activity, however, time constraints did
not always allow us to conduct this analysis for all of the accounts declared by a
participant.

5. Search results exercise. Participants performed searches with Google in
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order to find their PII online using queries provided by the researcher (see
Appendix A.7). When search results appeared to be about the participant, they
opened the search result to verify whether the page contained any of their PII.
As before, participants used a paper checklist (see Appendix A.8) to record the
presence or absence of their PII and the researcher took note of the context in
which the PII was found.

6. Clear browser data. On the computer provided to participants, the researcher
cleared the browser’s data to ensure that no history, cookies, site data, or
information entered into forms was saved.

7. Debriefing. At the end of the session, participants were given a debriefing
document (see Appendix A.9), which reiterated our study’s purpose and included
our contact information.

3.1.3 Equipment

All participants completed the demographic questionnaire and the search results
exercise on a computer that we provided. For the social media exercise, participants
were able to use either their own device or our computer.

When participants used our computer, they were set up with a private browsing
(incognito) window to ensure that no history, cookies, site data, or information entered
into forms was saved. As an extra precaution, we also cleared the browser’s data at
the end of the session.

3.2 Data Analysis Strategy

3.2.1 Quantitative Data

To communicate the discoverability of the identity attributes that participants were
instructed to look for, we classified the results of the social media and search results
exercise according to the six terms defined in Table 3.1: Identified, Deducible, Not
Identified, Outdated, Fake Data, or Not Applicable. We analyzed this data and
responses to the demographic questionnaire using Numbers for Mac [7] and used
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summary statistics to highlight key findings. To facilitate an analysis of these findings,
we discuss the discoverability of the identity attributes in terms of six categories
defined in Table 3.2.

Table 3.1: Terms used to classify results of social media and search result exercises

Classification Definition

Identified The attribute was located, was correct, and was clearly an attribute
of the participant’s identity (e.g., the participant’s first name was
found).

Deducible The attribute was located and was either incomplete or was missing
a clear indication that it was an attribute of the participant’s
identity (e.g., inferring an individual’s birth year from birthday
greetings seen on their profile).

Not Identified The attribute was not located.

Outdated The attribute was located and was correct at some point in the
past but is no longer true or valid (e.g., email addresses that are
no longer valid).

Fake Data The attribute was located but was never true or valid at any point
(e.g., incorrect birth dates).

Not Applicable The attribute did not apply to the participant (e.g., participants
without middle names).

Table 3.2: Categories of identity attributes

Category Identity Attributes

Personal Information First name, middle names, last name, gender, nation-
ality, clearly identifiable photo(s) of the participant,
marital status
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Table 3.2 (continued)

Category Identity Attributes

Birth Information Place of birth, year of birth, month of birth, day of
birth

Address Information Street (current), street (where lived the longest), city
(current), city (where lived the longest), province (cur-
rent), province (where lived the longest), postal code
(current), postal code (where lived the longest)

Contact Information Email address, phone number (home), phone number
(mobile)

Occupational Information Employer or school, job title

Vehicle Information License plate number, car make, car model, car year

3.2.2 Qualitative Data

In terms of qualitative data, we had captured approximately nine hours of audio
recordings from sessions with twenty-seven participants. The researcher then tran-
scribed these audio recordings resulting in 314 pages of lightly edited transcribed
materials that we included the collection of qualitative data being examined as part
of this analysis (hereafter referred to as the dataset). We also included four pages
of notes taken by the researcher during two participants’ interviews as they did not
consent to being audio recorded.

Content Analysis

Using NVivo [100], a qualitative data analysis program from QSR International, the
researcher and an undergraduate research assistant experienced with qualitative data
analysis applied qualitative content analysis methodology [48] to analyze the dataset.

Content analysis is a systematic research method for making inferences about a
dataset (typically textual data) in order to answer research questions [75, 129]. In
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most cases, this involves three phases:

• A preparation phase whereby researchers read through the dataset to famil-
iarize themselves with the content.

• An organizing phase whereby meaningful parts of the data are labeled with
codes and analyzed to identify patterns or themes. Researchers can take an
inductive approach (i.e., themes are derived from the dataset), a deductive
approach (i.e., the researcher uses existing theories or knowledge to define
themes before starting their analysis), or a mixture of the two.

• A reporting phase whereby the results of the analysis are described and an
interpretation of the findings is provided.

The researcher and the researcher assistant were each assigned a set of documents
to code. The overlap of these sets represented one-third of the dataset (i.e., eight
transcripts and one note). These quantities were proportional to the types of documents
contained in the full dataset (25 transcripts and 2 notes).

We began the process by taking a deductive approach and developing a catego-
rization matrix consisting of five categories derived from our research questions (see
Table 3.3). We then coded any excerpts from the dataset that we deemed meaningful
by assigning them to relevant categories from the matrix. Excerpts were assigned
to multiple categories if we felt that the excerpt was better described by more than
one category. Throughout this initial round of coding, we met to compare our coding
decisions. We resolved any disagreements by discussing the rationale behind our
coding decisions and either moving excerpts between categories, clarifying the criteria
for a given category, or revising a category’s definition.
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Table 3.3: Categories used for qualitative data analysis

Category Description # of coding
assignments

Breaches and
violations

Comments about breaches (including phys-
ical breaches and data breaches), hacking,
or other forms of unauthorized access.

663

Perception of
digital
technology
replacing analog
technology

Comments about digital technologies that
can act as substitutes for analog technologies
(e.g., Google Pay replacing cash or credit
cards, a digital identity app replacing a
driver’s license).

793

Precautions and
safety measures

Behaviours that the participant performs
or has in place to protect their physi-
cal possessions (e.g., wallet, keys) or digi-
tal/electronic possessions (e.g., smartphone,
online accounts).

549

Risky behaviours
and
vulnerabilities

Behaviours that the participant performs
or has in place that hinder the protection
of their physical possessions (e.g., wallet,
keys) or digital/electronic possessions (e.g.,
smartphone, online accounts).

282

Trust or distrust
of others

Trust or distrust of other human beings or
organizations. Comments about the partic-
ipant’s confidence or lack thereof in other
people or in organizations.

236

Next, we used an inductive approach to develop subcategories within each of the
five main categories. This involved reading through the relevant excerpts identified
in the initial round to establish appropriate subcategories. This process yielded 19
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subcategories and 10 tertiary categories. We then performed multiple iterations of
applying these newly developed subcategories and tertiary categories to the excerpts,
and resolving disagreements until we had obtained sufficient inter-rater reliability. After
eight rounds of coding completed over the course of approximately seven days, percent
agreement was 99.86% demonstrating that our analysis met the recommendations set
forth in relevant works (i.e., 80% agreement or higher) [83].

In our analysis, we deliberately avoided relying on quantitative measures as an
indicator of the importance of any excerpts, as literature [41] warns that there is “no
simple relationship” between quantitative measures for a given text and its significance.

3.3 Results

3.3.1 Demographic Questionnaire

We collected data from twenty-eight participants but removed one participant’s data
from our analysis as he had difficulty completing the questionnaire and answering
interview questions. Of the remaining twenty-seven participants, twelve were male
and fifteen were female. The participants ranged in age from 18 to 35 years with an
average age of 23.5 years (SD = 4.8 years); two participants did not disclose their age.

The majority of the participants (n = 16) reported high school as the highest level
of education that they had completed. The remainder had obtained undergraduate
degrees (n = 5), post-graduate certificates or diplomas (n = 3), graduate degrees or
professional degrees (n = 2), or had completed college (n = 1).

Two-thirds of participants (n = 18) described themselves as students in the survey
while the remainder were employed in various industries.

Figure 3.1 characterizes the security of our participants’ smartphones. In terms
of device locking, 22 participants were using a PIN or password to unlock their
smartphone, 17 participants had enabled fingerprint authentication, and 16 participants
had configured their phone to automatically lock after a period of time. Only one
participant had jailbroken or rooted their device, a process which gives the user more
privileges within the operating system but consequently, removes certain security
mechanisms.
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Figure 3.1: Frequency of security-related behaviours on participants’ devices. N = 27
participants.

As seen in Figure 3.2, when participants were asked to report the social media
services that they use most often, Facebook, Instagram, and YouTube were given as
answers most frequently.

3.3.2 General Questions

Table 3.4 breaks down by social media service the total number of accounts that were
analyzed as part of the social media exercise. These accounts only represent a subset
of the accounts disclosed to us by participants in the demographic questionnaire as
time constraints did not allow us to analyze all accounts. Together, Facebook and
Instagram accounted for 83 percent of the accounts that we analyzed.

Figure 3.3 shows the average number of friends, followers, or subscribers on the
accounts that we analyzed. On average, the Facebook accounts had 692.3 friends (SD

= 665.0 friends, median = 449.0 friends)1, the Instagram accounts averaged 329.6
followers (SD = 222.3 followers, median = 302.0 followers) while accounts with other

1During the study, we began to notice that the friend count shown by Facebook for a single
participant sometimes differed from screen to screen. Online reports of this phenomenon suggest that
Facebook includes deactivated accounts in the total friend count displayed on some screens [130],
possibly for infrastructure reasons [132]. Once we noticed this pattern, we took note of all friend
counts that we observed for a given participant. The results presented are based on each participant’s
lowest observed friend count.
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Figure 3.2: Participants’ most used social media accounts. N = 78 accounts.

Table 3.4: Total number of accounts analyzed, grouped by social media service

Social Media Service Number of
Accounts Analyzed

Facebook 19
Instagram 15
LinkedIn 2
Twitter 2
Airbnb 1
Reddit 1
YouTube 1
Total 41
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Figure 3.3: Number of friends, followers, or subscribers on accounts analyzed for the
social media exercise

social media services averaged only 100.5 followers (SD = 113.0 followers, median =
78.5 followers). Accounts with services that did not have a notion of friendship or
followership, such as Reddit and Airbnb, were excluded from these statistics.

Figure 3.4 shows the degree to which the contents of participants’ accounts were
visible to others. Of the Facebook accounts, the majority (13 out of 18 accounts) had
configured their future posts to be publicly viewable while the remainder had different
degrees of visibility. Of the Instagram accounts, 8 out of 14 accounts restricted their
content to being viewed by their followers whereas the content of the remaining
accounts were viewable by the public. Finally, for the accounts with other social media
services, the majority (5 out of 7 accounts) made their content viewable to the public
and two accounts only made their content viewable to other registered users of the
service.

Many social media services allow users to upload their contacts in order to find the
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accounts of other users they might know. Figure 3.5a shows the degree to which our
participants’ accounts were configured to allow other users to look them up by email
address. On Facebook, eleven accounts were using the most restrictive option (Friends)
while eight accounts allowed all users to find them by email. On Instagram, users
cannot restrict who can look them up by email since email addresses are mandatory
at registration, thus it would appear that all Instagram users can be found by another
user who has their email address. Finally, of the accounts on other social media
services that supported lookup by email, two had restricted lookup to Nobody, one
had restricted it to Friends of Friends while another had allowed All Users.

Figure 3.5b shows the degree to which participants’ accounts were configured to
allow other users to look them up by phone number. Ten Facebook accounts allowed
Everyone while nine accounts had restricted this capability to Friends. Notably, upon
seeing that their account was configured to allow Everyone to look them up by their
phone number, P8 immediately restricted this setting. As before, Instagram users
cannot restrict who can look them up by their phone number and, as such, all users
could be looked up by the phone number associated with their account. For the other
accounts with social media services that supported this type of lookup, three allowed
Nobody and one allowed Friends of Friends.

3.3.3 Analysis of Social Media Accounts

Figure 3.6 shows the discoverability of participants’ PII on their social media accounts.
Across all participants, the most easily identifiable category of identity attributes
was Personal Information (n = 27 participants). Within this category the most
easily identifiable identity attributes were first names (n = 26 participants), clearly
identifiable photos (n = 25 participants), and gender (n = 20 participants). The most
easily deducible category was Birth Information with place of birth being the most
commonly deduced attribute within this category (n = 10 participants).

Vehicle Information was classified most frequently as not identifiable (n = 18
participants) and was only identified once through a participant who had a picture of
their car on their Facebook account. However, it is worth nothing that this category
was not applicable for eight participants who were not drivers.
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Contact Information was the category that was most frequently outdated (n =
2 participants). This included two instances of outdated email addresses and one
instance of an outdated mobile phone number.

3.3.4 Analysis of Search Results

Figure 3.7 shows the discoverability of participants’ PII through Google searches
including one participant who did not complete the search exercise due to time
constraints. Similar to the results of the social media exercise, the most easily
identifiable category of identity attributes was Personal Information with first name
(n = 25 participants), last name (n = 24 participants), and clearly identifiable photos
(n = 17 participants) being the top three most identified attributes. Birth Information
was the most easily deducible category with year of birth (n = 3 participants) and
place of birth (n = 2 participants) being this category’s most easily deduced attributes.

Birth Information also tied with vehicle information for being classified most
frequently as not identifiable (n = 18 participants). For birth information, day of birth
(n = 24 participants) and month of birth (n = 24 participants) were the attributes
that were most frequently classified as not identifiable. For Vehicle Information, all
four attributes were classified as not identifiable 18 times.

Occupational Information was outdated most frequently (n = 2 participants)
with participants’ employer or school being outdated most frequently. Finally, the
information we discovered was rarely faked. In fact, Birth Information was the only
category classified as fake data (n = 1 participant) and even this category’s most
frequently faked attribute was year of birth (n = 1 participant) which was only faked
once.

3.3.5 Interview

We highlight findings from our qualitative data analysis according to the five main cat-
egories we established. Table 3.5 provides the complete structure of our categorization
matrix.
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Figure 3.6: Discoverability of different types of PII via social media. N = 27 partici-
pants.
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Figure 3.7: Discoverability of different types of PII via search. N = 27 participants
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Table 3.5: Categories and subcategories from qualitative data analysis

Category Subcategories

Breaches and
Violations

• Digital Breaches
◦ Identity Theft
◦ Unauthorized Modifications
◦ Unauthorized Use
◦ Unauthorized Access of Personal Data
• Perception of Risk
• Personal Experiences
• Physical Breaches

Perception of
Digital Technology
Replacing Analog
Technology

• Factors Influencing Adoption
◦ Availability
◦ Convenience
◦ Government Knows All
◦ Influence of Individuals and Society
◦ Interest
◦ Security and Privacy
• Preferences
• Technical Knowledge

Precautions and
Safety Measures

• Devices
• Digital
• Physical Environments and Possessions

Risky Behaviours
and Vulnerabilities

• Devices
• Digital
• Physical Environments and Possessions
• Self-Awareness
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Table 3.5 (continued)

Category Subcategories

Trust or Distrust of
Others

• Government
• Law Enforcement
• People You’re Obliged to Trust
• Personal Relationships
• Private-Sector Companies

Breaches and Violations

Two important issues that emerged from this category were participants being unable
to determine exactly how a breach was executed and dismissing the idea of themselves
being targeted by an attacker. These findings suggest a need for greater transparency
on all activity involving an individual’s assets and a need to convey the dangers of
assuming that one is immune to attacks or that the effects of a breach can be managed
and resolved easily.

• Digital Breaches

◦ Identity theft. When discussing digital technologies, multiple participants
expressed concern about identity theft. For example, P23 supposed a digital
identity app could enable someone to obtain a credit card on her behalf: “They
could just be like, ‘Hey, I want a credit card,’ and have information [from the
app] on their phone to prove that. And there’d be no way to even know, I think,
because how would you know that someone got a credit card in your name?”

Some participants, such as P20, felt the potential consequences of identity theft
would be severe: “If someone breaches that [an online database supporting a
digital identity app], . . . that’s your whole life and then you’re kinda screwed.”
Other participants had a more optimistic outlook, like P1: “Let’s say you get
hacked and you get your bank account stolen. It’s gonna get solved. It’ll be an
inconvenience in the beginning. . . . But in the end you’ll get your money back.”
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◦ Unauthorized access of personal data. Participants were concerned about a
broad range of personal information that an attacker could access through
their devices including email messages, messages in messaging apps, photos,
banking information, browser history, and files containing personal information,
such as tax return forms. Some participants, like P10, kept photographs of
“personal data, like [his] passport, [and his] SIN number” on their devices but
were concerned about attackers potentially accessing this information.

◦ Unauthorized modifications. Participants expressed concern over various as-
pects of their digital lives being tampered with by an attacker. For instance,
P28 speculated that “[if] someone had an enhanced driver’s license and they
had a criminal record, someone could hack their driver’s license so they had no
criminal record and could travel to the States.”

◦ Unauthorized use. We identified some recurring concerns regarding how an
attacker might misuse participants’ digital information. These concerns in-
cluded purchases being made with cards stored in a mobile wallet or with
website and apps that remember payment information (e.g., Amazon, PayPal),
undesirable posts being made on social media, undesirable messages being
sent, and the browser’s password autofill feature being used to access various
accounts. P6 had a unique concern and feared undesirable searches being made
by an attacker: “[It would worry me if an attacker] went to Google and looked
up how to make a bomb . . .And it shows that, and the FBI catches it.”

• Perception of Risk Our participants had varied outlooks on the levels of risk
associated with their behaviours. For instance, P1 “didn’t view [himself] as that much
of a target” because he was “not a millionaire.” P14 shared this opinion explaining
that celebrities and politicians are likelier targets because of their societal influence.
Others, like P3, were more leery: “It’s sensitive information [the information stored
in a wallet app] and it’s never one hundred percent safe. . . .And there’s always the
potential that it could . . . fall into the wrong hands.”

• Personal Experiences Multiple participants discussed their own experiences with
breaches. These anecdotes included loss of access to email accounts, money being
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withdrawn from bank accounts, and undesired postings or use of a social media
account. Within some of these anecdotes, we identified a trend of participants being
unable to identify the origin of the breach. For instance, P19 discovered that their
Facebook account had been used by someone unauthorized but he “couldn’t trace it
back to the actual person that did it.” Similarly, P17 theorized malware led to his
bank account being breached but ultimately, he was “not a hundred percent sure on
how that [the breach] occurred.”

• Physical Breaches Some of the physical environments and possessions that partic-
ipants feared being breached included their mobile phones being taken, items from
their homes being taken, and letters or packages being taken from their mailboxes.
Participants sometimes indicated they were doubtful that such attacks would be
successful, such as P8’s passport being “kind of out of reach” for a burglar and
P10’s colleagues being unlikely perpetrators because they each “[belonged] to a
well-behaved family.”

Perception of Digital Technologies Replacing Analog Technologies

In discussing mobile wallet technologies and digital identity services, we learned about
how participants perceive these technologies. Our findings suggest that the security-
and privacy-related aspects of these services are cause for worry for many participants.

• Factors Influencing Adoption We identified six key factors that affected partici-
pants’ willingness to adopt either a mobile wallet technology or a smartphone-based
digital identity service.

◦ Availability. Some participants, such as P01, explained that if mobile wallet
services were supported everywhere then “[he] would just use Apple Pay”
instead of traditional forms of payment like cash, credit cards, and debit cards.
Others reported being unable to use certain technologies because their phone
was incompatible.

◦ Government knows all. Multiple participants seemed unconcerned with pro-
viding their personal information to a government-operated digital identity
service because, in the words of P24, “they [the government] already have it
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all anyways.” Others viewed the transition towards digital by governments as
a slippery slope towards constant surveillance.

◦ Influence of individuals and society. Several participants felt more comfortable
using a popular technology rather than an emerging one. For instance, P22 was
more likely to use a technology if she had “seen people using it and not heard
[about] any problems with [it] or any leak [sic] of information.” Participants
also explained they would look to media reports and the opinions of people
they know when considering a technology.

◦ Convenience. Multiple participants viewed these technologies as convenient and
spoke of the perceived benefits (e.g., fewer items to carry, no more forgetting
documents since they are stored on the phone). However, some comments
suggested convenience may not always be desirable. For example, P11’s bank
supported sending money via iMessage but she felt this was too easy and
insecure.

◦ Appeal. These technologies appealed to participants for a variety of reasons;
some were interested in specific use cases (e.g., travel documents, rewards
programs) while others were interested because they were generally early
adopters of technology. Others, such as P25, showed disinterest in these
technologies: “I grew up in the generation where we had cards for things and
that’s what I’m used to so that’s what I stick to.”

◦ Security and privacy. Participants’ comments on the privacy- and security-
related aspects of these technologies were broad, covering topics such as their
avoidance of these technologies for fear of the security and privacy risks, how
to prevent attacks, and how to respond to attacks. Several participants, such
as P25, expressed concern for the exploitation of wireless technologies: “I read
in the news as well that some people are able to just scan somebody’s phone
and take all their information.”

• Preferences Multiple participants preferred conducting transactions with tradi-
tional payment methods (e.g., cash, debit cards, credit cards) and with analog
versions of their identity documents. Participants cited a wide range of reasons for
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not using the digital equivalent, including a general preference for analog formats,
a desire to keep personal information offline, aversion towards online technologies,
and an inability to understand how the technology would benefit them.

Among those who were interested in newer technologies, we found cases where
participants were only amenable to using these technologies under certain circum-
stances. For instance, P10 gave an example of when he will make an exception and
pay with a smartphone-based technology: “Usually, I pay by credit or debit card
but Starbucks are giving some additional schemes and discounts when we pay from
the application.”

• Technical Knowledge We found great variation among our participants in their
level of understanding of these technologies. While some participants demonstrated
accurate mental models for these technologies and awareness of the associated
risks, others spoke with a lack of conviction. For instance, P24 spoke about the
possibility of an attacker intercepting transmissions from her smartphone when
using a mobile wallet but quickly downplayed her statements saying, “I’m not
exactly sure how it works to be honest.”

P25 also had security concerns regarding these technologies but was unsure if they
were valid given she did not have personal experiences with breaches: “I don’t know
how realistic it is ‘cause I’ve never had it actually happen to me, personally, where
someone just scanned my phone or took information, broke into any of my social
media accounts. I’ve never had it happen to me, personally. But I’ve just heard so
much about it [through reading and in the media] and I know it’s such a big market.
I know the probability seems high so it causes anxiety.”

Precautions and Safety Measures

Participants engaged in a variety of behaviours that may have aided in protecting
them across various aspects of their lives. We recognized these behaviours as falling
into one of three subcategories: protection of their devices, protection of their digital
information, and protection of their physical environment and possessions.

• Devices Participants made use of passwords, passcodes, biometrics, and pattern
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locks to protect their devices. With respect to knowledge-based authentication
schemes, many participants believed their secret would be difficult to guess, however,
we did not substantiate these claims.

With phones in particular, some participants spoke of extra measures they take to
keep their devices safe, such as keeping the device within reach. Additionally, P13
used an older smartphone and explained he “kinda sorta purposefully [keeps that]
phone . . . [to deter] people from wanting to steal [his] possessions.”

• Digital We identified two major patterns in current behaviours that may help
participants to protect their digital information. The first was being required
to authenticate prior to performing certain activities in apps or when accessing
particular apps or files. P22 applied this strategy more aggressively than other
participants by being signed out of most apps and “[having] to sign in pretty much
every time for most of the things I care about—at least, my emails and anything that
has more personalized information.” The second was deliberately keeping certain
types of information off of their device. For example, both P13 and P20 said they
do not keep financial information, such as credit card information, on their phone.

• Physical Environments and Possessions We discovered a wide range of be-
haviours that may aid participants in protecting their physical environments and
possessions. For mailboxes, we found that many participants either had mail slots
that resulted in their mail being delivered into their residence or mailboxes that
required keys.

We also found that participants often made a concentrated effort to keep their
personal belongings, such as keys, identity documents, or wallets, close to them or
stored them in locations with restricted access, such as locked storage. Participants
also used more obscure locations, such as suitcases and drawers for clothing, in
home environments.

For some participants, safeguarding their identity documents was a collaborative
effort with family members or other members of their household. For example, P8
coordinated with her partner: “My partner got a fire-safe box and his routine is to
put all his documents there, so I just threw mine in there as well.”
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Finally, some participants described the factors influencing their decision to whether
a document should be carried on their person or stored away. These factors included
whether they anticipated needing the document and how challenging it would be
to replace it. In P10’s case, for example, one reason he did not carry his birth
certificate was because replacing it would entail “[going] back to [his] country” while
P1 pointed to the complex application process for passports as a reason for keeping
his at home.

Risky Behaviours and Vulnerabilities

Similar to the Precautions and Safety Measures category, participants’ behaviours
clustered around: their devices, their digital information, their physical environments
and possessions, and an additional category involving their self-awareness of the
potential ramifications of their behaviour.

• Devices Most behaviours that we identified as potential hindrances to the protec-
tion of participants’ devices were related to authentication. For instance, several
participants explained that they were deliberately not using any authentication
schemes on their device. P10 made this choice because she viewed entering a
password as a “wastage of time,” P20 had “nothing to hide,” while P28 was “on a lot
of medication and [she] sometimes [mistyped] things.” Other participants had weak
passwords, such as single-character passwords and passwords based on personal
information. Some participants also mentioned that others knew how to unlock
their device.

• Digital Multiple participants mentioned their use of their browser’s autofill func-
tionality as an aspect of their digital life that may help an attacker fulfill their
goals. Participants said this functionality would enable access to various accounts,
including accounts with financial institutions, email providers, and credit card
information. Participants also indicated that they sometimes remain signed in to
certain apps or websites, such as Facebook, Amazon, and Instagram, a practice
which could allow an attacker to begin using the account without authenticating.

• Physical Environments and Possessions Multiple participants reported leaving
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various items (e.g., keys, wallets, purses) unattended in a variety of contexts (e.g.,
amongst colleagues, in vehicles, in coffee shops while using the washroom). Some
participants defended these actions by mentioning their intention to return quickly
or their trust of the people in the environment. P6’s tendencies were distinct from
other participants as he would typically “leave [his] wallet in [his] car” and would
only “go and get [the] wallet from the car” when he needed money.

Despite recommendations from the government against this practice [112], mul-
tiple participants reported carrying their SIN card on their person or in their
wallet. P28 justified this with her living situation which prevented her from storing
these documents safely while P25 explained she “[didn’t] have it [her SIN number]
memorized.”

• Self-Awareness Some participants demonstrated awareness of the risky behaviours
they engaged in. P6, for example, described his practice of keeping his wallet in
his car as “not very wise” while P12 said she “should put a lock on [her] phone”
after reflecting on the data an attacker could access. It is worth noting, however,
that in some cases, participants did not feel that a change in their behaviour was
warranted, such as P10 who doubted his colleagues posed a threat when he left his
belongings unattended in a laboratory.

Trust or Distrust of Others

On the topic of trust relationships, we found there was apparent distrust when
discussing organizations, whereas individuals were often given the benefit of the doubt.
This way of thinking could prove to be problematic if users relax their security practices
around those with whom they have established a rapport.

• Government In speaking about digital identity services, some participants, such
as P12, felt that if the government operated the service, she could “trust them a bit
more with . . . personal information.” P12 continued by saying, “The government’s
goal is not turning a profit on its citizens. . . . Like, they’re not about to sell your
information. I think a breach of your security is a huge concern for them as well.
They would be really concerned about someone stealing your Social Insurance Number
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just like you [an individual] would be.” Others were more conscious of the type of
power such a service could afford the government. P6 said, “When you are dealing
with the state, . . . the balance of power is not beneficial to you, right? They have
more power. So if I show them I have a phone, they might just confiscate it, right?”

• Law Enforcement P6 expressed concern for police confiscating his device: “If I’m
getting pulled over on the road [and I can text my information to the officer], I’d be
happy to do that but I don’t want them to be around my phone and they can just
grab it.”

• People You’re Obliged to Trust Participants made mention of a variety of people
they are obligated to trust who might have privileged access to their belongings such
as mail carriers, landlords, and doorkeepers in residential settings, and custodians
in professional settings.

• Personal Relationships In terms of physical belongings, many participants rele-
gated responsibility or trusted others, especially family members, with access to
their mail and the safekeeping of their identity documents. Trust was also extended
to colleagues in the workplace or at school who were often assumed not to have
ulterior motives.

Some participants intentionally shared device passwords or passcodes with others
or added other people’s biometrics to the device to facilitate their use of the device.
As before, participants did not suspect that these individuals would act maliciously.

• Private-Sector Companies We identified some conflicting opinions when it came
to the trustworthiness of private-sector companies. For instance, P6, who earlier
discussed the imbalanced power relationships between governments and individuals,
described interactions between businesses and customers as an “equal power balance.”
P12, however, wondered whether companies’ prioritization of profitability could be
harmful for users’ security and privacy. In speaking of mobile wallet services, P10
asked, “Why should I use a third party [such as Apple or Google] to access my credit
and debit cards?” citing concern for “the privacy of [his] banking details.”
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3.4 Discussion

3.4.1 PII Discoverability

Through this study’s tasks, we learned that certain categories of personally identifiable
information—specifically, Personal Information, Address Information, and Occupa-
tional Information—have relatively high discoverability on both social media and
search engines.

We also found that more categories of information were discoverable on social
media than search engines—in particular, Birth Information and Contact Information.
The discoverability of these categories of PII may be a function of certain social
media services offering additional functionality when this information is provided (e.g.,
allowing other users to find you by your phone number, reminding other users about
your birthday).

The implications of these findings on the types of PII best suited for identity
proofing may differ according to which threat models are being considered. For
instance, if the attacker is assumed to be a stranger without access to their target’s
social media, categories such as Birth Information and Contact Information may
be suitable proofs. However, if the attacker can access their target’s social media,
alternative proofs should be considered.

The reality is that a non-trivial amount of identity theft is committed by non-
strangers [102] and as such, we believe that the PII that can be depended on for
identity proofing is quite limited. Accordingly, we recommend that identity proofing
mechanisms incorporate the following:

(1) Use dynamic KBA instead of static KBA. Instead of relying on static KBA, such
as the user’s birth year, we believe that identity proofing should rely on dynamic
KBA. With dynamic KBA, issuing authorities can use a variety of sources to
generate identity proofing challenges that are based on the individual’s recent
activity (e.g., line 200 from your tax return, the amount of your last withdrawal)
rather than depending on identifiers that never change or change infrequently.
Theoretically, this element of dynamism could make it more difficult for an
attacker to anticipate what PII will be requested and more challenging to locate
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the correct information.

Nonetheless, this approach is not foolproof as the sources where the PII is
originating from can be prone to data breaches. It also has usability drawbacks
because it requires the user to find the requested information, which may not be
readily on-hand.

(2) Use multiple types of proof. Given the weakness associated with relying solely
on knowledge factors, we suggest relying on multiple factors. Examples could
include the user photographing themselves, providing their documents, accessing
sensors in their smartphone, or performing phone number verification. By relying
on multiple factors, greater assurances can be made that an imposter is not
attempting to obtain an identity.

3.4.2 Impact of User Behaviour on Information Discoverability

Through our qualitative analysis, we found that personal security and privacy came as
an afterthought for some participants, thus putting them at greater risk of becoming
victims of identity theft.

As an example, we found instances of participants deliberately choosing convenience
over their own security and privacy, such as by not having a password on their device
to enable quicker access or by carrying a SIN card instead of memorizing their number.
We also found cases of participants questioning why an attacker would target them,
believing that more valuable information and assets could be obtained from high-profile
individuals like politicians or celebrities.

These outlooks are concerning because they suggest that users may not have
accurate assessments of the realities of identity theft, such as identity theft often
being a crime of opportunity rather than a meticulously crafted scheme to attack the
elite [102]. As such, we recommend addressing this issue by educating the general
public on how identity theft can be carried out, providing them with strategies for
preventing identity theft, and advising them on what to do as a victim.

However, relying solely on education results in new responsibilities—such as
staying informed on the latest threats and prevention strategies, parsing through
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public discourse on identity theft, and adapting their existing knowledge as new
technologies emerge—being thrusted upon users which they may not be able to handle
appropriately.

For this reason, we believe that systems designers (i.e., those responsible for the
systems being targeted by attackers) must be held accountable. These designers
play an important role in influencing users’ security and privacy decisions through
how they architect systems and this influence can be leveraged to support users in
making security- and privacy-preserving decisions. For instance, the Government of
Canada no longer issues wallet-sized SIN cards but instead provides Social Insurance
Numbers on letter-sized paper to discourage individuals from using their SIN as an
identity document and to reduce opportunities for theft [116]. Similarly, by integrating
biometric authentication into their devices, smartphone manufacturers relieve users of
the burden of memorizing their passwords [21]. Going forward, we recommend that
designers take an active role and consider how their works could harm users’ security
and privacy.

3.5 Limitations

Participants had limited time to complete the social media and search exercises
preventing us from conducting an exhaustive, comprehensive review of their social
media accounts and search results. It is possible that with additional time, more
identity attributes would have been discovered. Future research could allocate more
time towards a more extensive investigation of participants’ accounts and search
results.

Our sample population skewed young and consisted of mostly students who were
active social media users. We recognize that social media use varies by demographic
group and that certain services may be more popular with specific groups [115]. We
acknowledge this may have affected the results we observed during the interviews, the
social media tasks, and search tasks.

We also conducted some of our recruitment on Facebook which may have affected
the distribution of social media services that we observed from our participants.
However, we believe that the other recruitment methods that we used helped to
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mitigate against this limitation (e.g., email, posters).
Finally, in the weeks prior to our first sessions, information about Facebook’s

Cambridge Analytica scandal was publicized [25] and in response, Facebook displayed
a banner in the News Feed that linked to a page for reviewing apps and websites
connected to a user’s account [127]. These events may have led participants to be
more concerned about their privacy than they otherwise would have.

3.6 Conclusion

After conducting a study evaluating how users’ behaviours affect their personal security
and privacy, and examining the availability of their personally identifiable information
with social media services and search engines, we recommend that:

(1) identity proofing mechanisms incorporate dynamic KBA and multi-factor au-
thentication to detect imposters, and;

(2) to reduce the proliferation of PII that is publicly available, resources be allocated
to help the general public develop accurate mental models for identity theft and
to encourage designers to be conscious of their influence on users’ security and
privacy.



Chapter 4

Usability Study

To learn more about users’ perceptions and expectations of digital identity services, we
conducted a usability study where participants evaluated a prototype digital identity
service. Through this study, we collected data on participants’ experiences with the
prototype as well as their attitudes towards digital identity services in general. In
this chapter, we present the findings of this study in order to address the following
research questions:

RQ2.1 How do users perceive digital identity services?

RQ2.2 What are users’ expectations for digital identity services?

4.1 eID-Me

eID-Me [20] is a prototype digital identity app developed by Bluink that allows Ontario
residents to use their smartphone to authenticate both in person and online. First,
users prove who they are via an identity proofing process that involves submitting
PII to the app. Once this information has been verified, the user’s smartphone is
issued a digital identity which can be used to authenticate in person with participating
organizations and online with participating websites. Appendix B.4 provides an
architectural overview of eID-Me.

The digital identity contains the user’s identity claims and is stored securely
on their phone as a digital certificate. As part of preparing the certificate during
registration, the user’s device generates a key pair. The device sends the public
key to the eID-Me Registration Authority (RA)—a trusted entity that issues the
certificates—and uses the private key, which never leaves the device, to sign all identity
transactions. Before issuing the certificate to the user’s device, the RA embeds salted
and hashed versions of the user’s identity claims, embeds the public key from their

53
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Figure 4.1: eID-Me overview (from left to right) – (a) On the Home tab, the app
displays the Use my Identity button for in-person authentication and the user’s unique
identifier for online authentication (eID). (b) eID-Me can be configured to require
authentication each time the app is launched. (c) Interface for reviewing identity
information linked to digital identity. (d) Interface for reviewing recent transactions.

device, and, finally, signs the certificate. These steps provide security assurances to
both the user and any relying parties:

• Salting and hashing the identity claims ensures that personal information is not
stored in plain text and makes brute force attacks more difficult especially for
claims that have smaller guessing spaces (e.g., a user’s date of birth).

• Since all identity transactions are signed with the user’s private key, relying
parties can verify the signature upon receiving the identity claims and be assured
that the information originated from the user’s device.

• By verifying the RA’s signature on the certificate, relying parties can be assured
of the integrity of the information contained in the certificate.

The app also has measures aimed at protecting users:

• upon launch, the app requires the user to authenticate if their device has
biometric authentication enabled or a passcode (see Figure 4.1b);

• it stores the user’s digital identity on their device instead of in remote storage,
enabling users to maintain control over their data;
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• it requires user’s explicit approval before any PII is shared with relying parties
(see Figure 4.3b);

• it allows users to omit sharing identity attributes the relying party has specified
as optional (see Figure 4.3b); and

• it displays recent transactions to make it easier for users to notice any suspicious
activity (see Figure 4.1d).

4.1.1 Registration

After receiving a registration code via email, users complete an identity proofing process
by providing an assortment of PII to the app including location information from their
smartphone, a selfie, and photographs of their government-issued identity documents.
Figure 4.2 gives an overview of the registration process while Appendix B.5.1 provides
more technical details. The app then sends this PII to the eID-Me Registration Service
to calculate a strength of identity proofing score (SIP) that reflects the estimated
authenticity of the PII.

Factors that influence the SIP score include how closely the PII matches with
government databases and third-party identity verification services, whether the
selfie appears to have been taken by a live person, whether the user appears to have
completed registration at home, and whether there is evidence of the submitted images
being spoofed.

If the user’s SIP score is high enough, the Registration Service issues a digital
identity to the user. If not, users can try to improve their score by submitting
additional documents to the app or can complete the process in person by visiting a
service centre.

4.1.2 In-Person Authentication

Figure 4.3 shows the process for in-person authentication with eID-Me while technical
details are provided in Appendix B.5.2

To authenticate in person, users open the app and tap the Use My Identity button.
The app then displays a QR code containing a nonce for the user to present to the
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Figure 4.2: Screenshots of eID-Me’s registration process (from left to right)
– (a) To prove their identity, users can provide several different types of identity
documents to the app. (b) Users can scan their identity documents with their
smartphone’s camera or can enter the information manually. (c) When scanning their
identity documents, users centre their documents within the outline displayed on
screen. (d) Upon submitting their identity documents, users are informed of their
strength of identity proofing (SIP) score.

relying party’s scanner. Once scanned, the Bluetooth device attached to the relying
party’s point of sale (POS) terminal includes the nonce in its advertising data so
that the app knows to connect with this device. Once the app and the Bluetooth
device are connected, the POS terminal can send its request for identity information
securely to the user’s device over Bluetooth with no need for an Internet connection.
The request appears on the user’s device and can either be approved or declined. The
entire process typically takes approximately ten seconds.

4.1.3 Online Authentication

eID-Me implements several federated identity protocols, such as OpenID Connect [108],
allowing users to authenticate with supported websites using their digital identity
instead of a password. Figure 4.4 shows the process for online authentication with
eID-Me while Appendix B.5.3 provides more technical details.

To authenticate online, the user visits a supported website and clicks on the
federated login button for authenticating with eID-Me. The user’s browser is then
redirected to a form asking for their eID, a unique identifier assigned during registration.
Upon submitting the form, the web page displays a four-digit confirmation code and
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Figure 4.3: Screenshots of eID-Me’s in-person authentication process (from
left to right) – (a) To begin an in-person transaction, users present the QR code
to the relying party’s scanner. (b) The app displays the relying party’s request and
buttons for approving or denying the request. (c) If approved, the relying party
receives the identity information.

instructs the user to open eID-Me on their phone.
Similar to the in-person authentication process, the app shows what information

the relying party is requesting but also requires the user to select the four-digit
confirmation code that matches what their browser is displaying. Upon approving the
request, the relying party receives the requested information.

4.2 Methodology

In this section, we describe the study’s methodology including our recruitment methods,
the equipment we used, and the procedures we followed. The study received ethics
clearance from Carleton University’s Research Ethics Board-B (CUREB-B) on August
31, 2018 (Project #109170).

4.2.1 Recruitment

To find participants, recruitment posters (see Appendix B.1) were put up across
the Carleton University campus and were circulated through the Ottawa Public
Library’s poster distribution program [95]. Information was also posted in various
online communities, such as a Facebook page for announcing HCI user studies at
Carleton, university mailing lists, and online bulletin boards for neighbourhoods close
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Figure 4.4: Screenshots of eID-Me’s online authentication process (from left
to right) – (a) The user visits the relying party’s login page and clicks the button for
federated login via eID-Me. (b) The user enters their eID and submits the form for
federated login. (c) The web page updates with a confirmation code and instructions
to open the eID-Me app. (d) The app displays the relying party’s request, buttons for
selecting the confirmation code, and buttons for approving or denying the request.

to campus.

When prospective participants contacted us to express their interest in the study,
we sent them the study’s consent form (see Appendix B.3.1) for informational purposes.
This ensured that participants had advance knowledge of the possible risks of the
study and had ample time to review the form.

Participants were also asked to complete an online screening questionnaire (see
Appendix B.2) hosted on Qualtrics [101], a survey management platform. To minimize
sampling bias, we used the results of the screening questionnaire to invite a broad
range of respondents to participate in the study.

The screening questionnaire also asked participants whether or not they consented
to an employee from Bluink attending their session. This question was only used to
help us coordinate schedules with Bluink employees and did not influence who was
invited to participate.

In total, 22 individuals (11 female, 10 male, 1 unspecified) participated in the
study. The participants ranged in age from 19 years to 59 years (x̄ = 32 years, SD =
12 years). All participants but one (n = 21) had completed post-secondary education
or were in the process of earning accreditation from a post-secondary institution.
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Figure 4.5: Equipment overview – (A) A Windows laptop, (B) a two-dimensional
barcode scanner, (C) a USB Bluetooth device, (D) an iPhone 6, (E) one of three
placards used for sorting identity documents, and (F) one of the mock identity
documents provided to participants.

4.2.2 Equipment

Questionnaires

Participants used Google Chrome on the Windows laptop to complete both the pre-test
and post-test questionnaires. Both questionnaires were hosted on Qualtrics.

Identity Documents

To complete the sorting exercise and the registration process, participants were
provided with mock identity documents including a birth certificate, a Canadian
passport, an Ontario driver’s license, an Ontario health card, and a Social Insurance
Number (SIN) card. The mock documents were roughly the same size as their real
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counterparts to help make them convincing and some were laminated or double-sided.
Images of the documents have been included in Appendix B.3.3.

For the sorting exercise, placards for each of the three categories (comfortable
providing, will provide reluctantly, and uncomfortable providing) were set up in front
of the participants.

Tasks Involving the eID-Me App

Participants were provided with an iPhone 6 running iOS 11.4.1, the latest version of
iOS available when the study began. Before giving the smartphone to the participant,
we installed a development version of eID-Me onto the device.

When participants were asked to prove their identity in the in-person scenario,
the researcher operated a Windows laptop running proof-of-concept medical practice
software developed by Bluink. The laptop was connected to a USB Bluetooth device
for facilitating communications between the smartphone and medical practice software,
and a two-dimensional barcode scanner for scanning the participant’s QR code.

When participants were asked to prove their identity in the online scenario, they
used Google Chrome on the Windows laptop to authenticate with a proof-of-concept
website for purchasing alcohol.

4.2.3 Procedure

Sessions were conducted in one of two locations at Carleton University: the Human
Computer Interaction (HCI) Building and Carleton’s Human Oriented Research
in Usable Security (CHORUS) Lab. These locations offered rooms that allowed
participants to complete the study with minimal distraction.

Some of the sessions in the HCI Building were observed by members of Bluink’s
design team from behind a one-way mirror. Bluink employees did not interact directly
with participants. Instead, their questions were shared with the researcher discreetly
via a messaging service. The researcher would only relay the question to the participant
if it was felt that doing so would not compromise the integrity of the data being
collected.

An undergraduate research assistant with prior experience running user studies
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in usable security helped the principal investigator conduct some of the sessions.
Participants were each paid CAD$25 in cash and an additional CAD$10 for eligible
parking expenses. Sessions were audio recorded if consent was provided. Each session
was approximately ninety minutes in length and consisted of the following activities:

1. Consent form. Participants were asked to read and sign the consent form
(see Appendix B.3.1). In addition to explaining the possible risks and benefits
associated with participating, the form allowed participants to decline audio
recording for their session, and to decline observation of their session by a Bluink
employee, regardless of how they answered in the screening questionnaire.

2. Instructions. To provide participants with enough context, the researcher
explained the study’s goals, briefly described the concept of digital identity, and
gave an overview of the eID-Me app to the participant using a pamphlet (see
Appendix B.3.2).

3. Pre-test questionnaire. Participants completed a pre-test questionnaire (see
Appendix B.3.4) hosted on Qualtrics using a computer that we provided.

4. Tasks.

(a) Retrieve registration code. Participants launched the eID-Me app on
the smartphone. After granting eID-Me the permissions that it requested,
participants entered an email address (provided by the researcher) in order
to be sent a registration code. Upon receipt of an email containing the
registration code, participants could either tap a link in the message to
forward the code to the eID-Me app or copy and paste the code into the
eID-Me app.

(b) Sort identity documents. The researcher placed mock identity docu-
ments in front of the participant and asked them to sort the documents
into three categories: comfortable providing, will provide reluctantly, and
uncomfortable providing. Participants were asked to act as if the documents
belonged to them and displayed their personal information. They were
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also asked to explain the reasoning behind the categories chosen for each
document.

(c) Take a selfie. For privacy reasons, participants used the app’s selfie cap-
ture interface to photograph a static image of the individual on the identity
documents placed in front of them instead of photographing themselves.

(d) Register using identity documents. For each document categorized
as comfortable providing or will provide reluctantly, participants input each
document into the app by either using the app’s scanning interface or by
typing in the document’s details manually. After inputting the documents,
participants submitted the information for verification and were issued a
digital identity.

(e) Use eID-Me identity: in-person authentication. Participants used
eID-Me to verify their identity as if they were checking-in for an appointment
at a hospital. The researcher used prototype medical practice software on
the laptop to verify the user’s identity.

(f) Use eID-Me identity: online authentication. Participants navigated
to a proof-of-concept website for purchasing alcohol and were instructed to
use their digital identity to log in.

5. Delete eID-Me. After transferring log files from the app to the researcher’s
computer, the app was deleted from the smartphone.

6. Post-test questionnaire. Participants completed a post-test questionnaire
(see Appendix B.3.5) hosted on Qualtrics using a computer that we provided.

7. Post-test interview. In a semi-structured interview, the researcher asked
participants questions (see Appendix B.3.6) relating to digital identity in gen-
eral, their willingness to use certain documents as proofs of identity, and their
experience using the eID-Me app.
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4.3 Data Analysis Strategy

4.3.1 Quantitative Data

Participants were asked to complete two questionnaires (pre-test and post-test) and
to indicate their comfort with providing certain identity documents by sorting each
document into one of three categories. We analyzed this data with Numbers for
Mac [7] and used summary statistics to describe participants’ responses.

4.3.2 Qualitative Data

After conducting our sessions, we had obtained a total of close to twenty-seven hours of
audio recordings from twenty participants.1 These twenty recordings were transcribed
by the principal investigator and an undergraduate research assistant, yielding 361
pages of lightly edited transcribed materials. Eight recordings were transcribed in full
and twelve recordings were transcribed selectively (i.e., the transcriber listened to the
full audio recording but only transcribed noteworthy moments). Additionally, for the
remaining two sessions where audio recordings were not available, we included written
notes made by the researcher during the session (11 pages). Hereafter, we refer to this
collection of documents as our dataset.

Content Analysis

To analyse our dataset, the principal investigator and an undergraduate research
assistant with a computer science background applied qualitative content analysis
methodology.

In applying this methodology, we used the individual questions posed to our
participants as the unit of analysis such that the question and the participant’s
answer comprised a single unit (hereafter referred to as a data item). In addition, we
determined which documents each researcher would code by splitting the documents
into two partially overlapping subsets. The overlap between these subsets represented
3 full transcripts, 4 selective transcripts, and 1 note, or about 36% of the documents.

1Our dataset consisted of only twenty recordings instead of twenty-two because one participant
declined being recorded while another participant’s recording was destroyed as a result of a technical
failure.
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Table 4.1: Categories used for qualitative data analysis

Category Description
Attribution of
Responsibility

Data items in which participants discuss who should be re-
sponsible for the operation of a digital identity service, the
implications of this role, and who should be accountable for
any negative effects resulting from the service being in opera-
tion.

Benefits Data items in which participants express their views on the
benefits of digital identity service.

Drawbacks and
Concerns

Data items in which participants describe any perceived down-
sides of a digital identity service or any apprehensiveness they
feel about using a digital identity service.

Mental Model
Issues

Data items in which participants demonstrate a mismatch
between their mental models and the designer’s model.

Usability Concerns
and User
Requirements

Data items in which participants refer to elements of the app
that made completing tasks difficult, inefficient, or unpleasant.
This category also includes data items where participants
describe their expectations of how the service should function.

Uses for Digital
Identity

Data items where participants describe the contexts in which
they would use a digital identity.

These quantities were proportional to the distribution of document types in the full
dataset.

Next, we began our analysis by using a deductive approach and developing a
categorization matrix for sorting the data items. As shown in Table 4.1, the matrix
included six categories which were related to our research questions. Using this matrix,
we reviewed the dataset and coded data items by assigning them to relevant categories.
We assigned a data item to multiple categories if it was best described by more than
one category.

Once coding was finished, we met to review our results and, following the same
process used to analyze data from the information discoverability study, we resolved any
disagreements by moving items between categories, clarifying a category’s definition,
or revising the matrix.

To provide more structure to our analysis, we then developed subcategories within
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each of the six categories using an inductive approach. We did this by reading through
each category’s data items and, together, developed a list of thirty-three subcategories
across the six main categories. Using these subcategories, we went through multiple
iterations of coding the data items and resolving disagreements until we achieved
sufficient inter-rater reliability. After four rounds completed over the course of about
nine days, we reached 80% agreement, which met the recommendations set forth in
relevant literature [83]. Any remaining differences in the researchers’ coding decisions
were combined such that the individual decisions made by each researcher were
preserved.

As before, we avoided using quantitative measures to serve as indicators for the
importance of any particular data items.

Task Completion

We reviewed each transcript to measure our participants’ ability to complete the
study’s tasks. Since this measure required a level of detail only afforded to us by our
transcripts, we excluded data from the two participants for whom transcripts were
unavailable.

For each task, we considered a participant’s attempt as a success (i.e., the partici-
pant received no assistance from the researcher), a partial success (i.e., the participant
received some assistance from the researcher or was only able to complete some of the
task), or a failure (i.e., the participant failed to complete any aspect of the task). We
also distinguished between attempts where the participant encountered a technical
issue outside of their control. Table 4.2 lists the criteria we used to classify our
participants’ attempts.

4.4 Results

4.4.1 Task Completion

Table 4.3 shows task completion data for the six tasks assigned to our participants.
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Table 4.2: Task completion criteria

Task Success Criteria
Registration Code • Entered the provided email address,

• Found a new email message from eID-Me with the
registration code, and
• Forwarded the registration code to the app by tap-
ping the link in the email or copying and pasting the
registration code.

Selfie • Took a picture of the person on the identity document.
Add Documents • Took pictures of the identity documents or manually

typed in the information from the identity documents.
Set Up Digital ID • Pressed “submit” to send the documents to the server

and receive their score, and
• Pressed “install” to set up their identity on the smart-
phone.

In-Person Authentication • Located the QR code in the app,
• Scanned the QR code, and
• Approved the hospital’s request in the app.

Online Authentication • Found their eID (unique identifier),
• Typed their eID into the website, and
• Approved the website’s request in the app.
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Registration Code Seventy percent of participants completed this task without
assistance. Issues with this task stemmed from matters beyond the participants’
control (i.e., network connectivity, issues with email delivery).

Selfie Ninety percent of participants completed this task without assistance while
the remaining ten percent required assistance with switching the app to use the
rear camera instead of the front camera since we asked participants to photograph a
provided picture instead of themselves. Since this step would not be required in the
real world, it is possible that the rate of success would have otherwise been higher for
this task.

Add Documents While 75% of participants successfully provided identity docu-
ments to the app, the remainder required assistance when they encountered issues
when providing their documents (e.g., photographing the wrong document, the app’s
scanning interface failing to detect the document).

Set Up Digital Identity Completion data was omitted for this task because at
the time of our study, eID-Me’s scoring mechanisms were under development such
that participants received a failing SIP score. We informed participants that this
scoring mechanism was under development and encouraged them to complete the task
in spite of the failing score they received.

In-Person Authentication Only 40% of participants completed the in-person
authentication task without help. Those who received assistance struggled with
finding how to begin a transaction or experienced technical difficulties when the app
attempted to communicate with the POS terminal.

Online Authentication Virtually all participants (95%) successfully completed
the online authentication task without assistance. It is worth noting that this task
was preceded by the in-person authentication task which has a similar process for
approving requests and requires participants to tap the “Use my Identity” button,
which shows the unique identifier (eID) needed to authenticate online. As such, this
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Figure 4.6: Proofs of identity owned by participants. N = 22 participants.

task’s performance may have been inflated due to a priming effect, or may suggest
that users only need to be walked through the process once before understanding it.

4.4.2 Document Ownership

In a pre-test questionnaire, participants were asked to disclose the proofs of identity
that they owned. Figure 4.6 shows that the Social Insurance Number (SIN), the
Ontario health card, Canadian passport, and Ontario driver’s license were the most
common. At the other extreme, none of our participants owned a Certificate of Indian
Status and only one individual owned an Ontario Photo Card. These results suggest
that it is practical for an identity proofing process to require applicants to submit
multiple proofs of identity provided that a variety of proofs are accepted and that
these proofs are obtainable by a wide range of demographic groups.
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Table 4.3: Task completion per participant. S = Success, E = Assistance provided
with recovering from an error made by the participant, T = Assistance provided with
recovering from a technical issue outside of the participant’s control, U = Assistance
provided with locating the correct user interface control.



70

0 5 10 15 20 25

Pre-test

Post-test

9

9

7

5

3

3

2

4

1

1

Number of participants

Q
ue

st
io
nn

ai
re
s

Extremely unlikely Somewhat unlikely Neither likely nor unlikely
Somewhat likely Extremely likely

Figure 4.7: Participants’ likelihood of using a government-approved app instead of
traditional identification. N = 22 participants.

4.4.3 Likelihood of Use

In both the pre-test and post-test questionnaires, we asked participants how likely
they would be to use a government-approved smartphone app as their proof of identity
instead of traditional identity documents. Figure 4.7 shows that the results skewed
positive for both questionnaires, although opinions became slightly more negative
after participants used the app (pre-test: 72% extremely or somewhat likely, 14%
neutral, 14% extremely or somewhat unlikely; post-test: 63% extremely or somewhat
likely, 14% neutral, 23% extremely or somewhat unlikely).

Both questionnaires also asked participants how likely they would be to use digital
identities in various scenarios (see Figure 4.8). With the exception of law enforcement,
which performed noticeably worse in the post-test questionnaire, participants’ opinions
were fairly similar between the pre- and post-test questionnaires for each scenario.
However, where there were differences, they mostly skewed towards more negative in
the post-test.

4.4.4 Document Ranking

Figure 4.9 presents the results of the document sorting exercise and shows that
participants had high levels of comfort providing certain types of documents or
information (e.g., phone numbers, driver’s license, photo card) and strong opposition
to providing others (e.g., Social Insurance Number).
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Figure 4.8: Participants’ likelihood of using digital identity in various scenarios. N =
22 participants.

From speaking with participants about their rankings, we learned that participants’
comfort with providing information generally depended on their views of how the
information could be misused. For example, many participants were opposed to
providing a Social Insurance Number because it can be used to commit fraud (e.g.,
redirect government benefits or tax refunds).

4.4.5 Qualitative Analysis

We present the results of our qualitative analysis by highlighting notable findings
from across the six categories relating to our research questions. Table 4.4 provides
an overview of the categories and subcategories we generated through our qualitative
analysis.
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Table 4.4: Categories and subcategories from qualitative data analysis

Categories Subcategories
Attribution of
Responsibility

Government
For-profit companies
Personal responsibility

Benefits Speed and efficiency
Redundancy
Less to carry
Security
Resource efficiency
Convenience (miscellaneous)

Drawbacks and
Concerns

Hacking and identity theft
Tracking and monitoring
Selling of personal information
Reliance on mobile phones and network connectivity
Use with law enforcement
Giving away too much personal information

Mental Model
Issues

Access to information
Information storage
Information security
Limited knowledge of particular subjects
QR code scanning

Usability
Concerns and
User
Requirements

Requests for additional security features
Requests for additional functionality
Requests for clearer communication
Operational requirements
Technical support requirements
Technical difficulties encountered
Misunderstandings
Visual appeal

Uses for Digital
Identity

Interactions with the government
Health care
Purchases
Travel
Interactions with law enforcement
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Figure 4.9: Participants’ willingness to provide select types of documents and infor-
mation to eID-Me. N = 22 participants.

Attribution of Responsibility

In discussing who they felt should be responsible for a digital identity service, most
participants mentioned the government, given its role as an issuer of identity documents.
Other participants felt corporations were well-positioned to take on this role but even
fewer mentioned taking personal responsibility. Regardless of which entity would end
up taking responsibility for the deployment of a real digital identity service, it is clear
that users already have expectations for who should occupy this role and how this
party should conduct themselves. As such, digital identity services should manage
user expectations by clearly communicating each party’s assumed liabilities.
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Government. Like many other participants, P7 presumed the government’s back-
ing of a digital identity service would imply certain security-related activities and
preventative measures: “the government is screening everything and they’re taking
the responsibility.” For P6, the government’s endorsement would be persuasive in
getting them to use the service since this participant “already [trusted] the government
when . . . [giving] them . . . documents” to receive health care. Others were skeptical
of government-backed digital identity systems, such as P22 who pointed to issues
with Phoenix, a payroll system for federal employees: “How much can we trust the
government to do [technical projects] properly?”

For-profit companies. Some participants were more amenable to using a digital
identity system operated by a for-profit company. For instance, P4 felt that companies
are incentivized to “guarantee that everything is secured and that the customer is
happy” whereas with the government, “you feel like they care a little less.” P8 felt
companies have clear financial motives whereas the government would be elusive with
its motives: “They [the government] pretend they don’t get anything out of [data
collection]. . . .They’re just liars.”

Personal responsibility. Multiple participants felt they should take on at least
some level of responsibility for their use of a digital identity service. P6 suggested
a need to be prudent when using a digital identity by saying that “it’s [the user’s]
responsibility to make sure someone doesn’t steal [their] phone or make off with
[their] information.” Similarly, P22 believed that although businesses should face
repercussions for data breaches, individuals “need to be careful what [they] share” since
owning a digital identity could entail being liable for any misuse.

Benefits

The benefits identified by participants were mostly related to their information being
in a digital format rather than a traditional printed format. Surprisingly, there was
little mention of the app’s privacy-preserving features possibly indicating a need to
adjust how the service is framed.
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Speed and efficiency. Several participants felt that a digital identity could be
faster than traditional identity documents, such as P21 who said it would be quicker
than “searching [her] bag and bringing out the ID” and P7 who said users could “just
scan once and go” instead of filling out lengthy forms at hospitals, for example.

Others pointed to the reduction in manual work as a key benefit. P4 observed
that first-time visitors to a website normally “have to register [and] put in all their
information again. . . ” while digital identities could be “much faster” and “[save] a lot
of time” by automatically transferring the information to the relying party. Similarly,
P15 liked that she had “less typing” to do and “[fewer] passwords to remember” with
a digital identity.

Redundancy. Multiple participants thought of a digital identity as a backup of
their physical identity documents. P3 explained how if he had forgotten his wallet, it
would be advantageous to “have [a driver’s license] in [his] phone” since it is common
for people to “carry [their] phone all the time.” While P13 still preferred using his
physical identity documents, he expressed interest in setting up the app and “[using]
it once in a while if [he] didn’t have [his] wallet.”

Less to carry. Several participants explained that digital identities would eliminate
their concerns with needing to carry physical identity documents. P4 said that a
digital identity “saves space in your pockets.” P15 explained that a digital identity
could alleviate her “[paranoia] as to whether [she] had a certain form of ID” since
mobile phones are “the one thing [people] don’t leave the house without.”

Drawbacks and Concerns

Participants’ concerns and views on the downsides of digital identity services were
primarily rooted in how their data would be handled and the risks associated with
providing personal information to the app. This finding signals the importance of
addressing these concerns by having protections in place for users’ personal information
and communicating these measures to users.
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Hacking and identity theft. Some participants feared identity theft, believing
that determined attackers would be able to surmount any protections that are in place.
P9 said, “Somebody’s going to become me whether I try to prevent it or not, or whether
I hide under a rock, or never own a phone. . . .” According to P16, eID-Me would be
just as susceptible as any other system: “One way or another, it [the information]
can get stolen. My credit card information is another database that can get stolen and
hacked. Anything can get hacked at the end of the day.”

Tracking and monitoring. Participants were concerned about whether their use of
the service and any personal information they provide would be tracked. For instance,
P19 expressed weariness over private-sector companies operating a digital identity
service and wondered if her use of the service could be used against her: “. . . I guess
media has conditioned me to think, ‘Oh, what are they [private-sector companies] doing
with this information? What are they gonna do with it later? Could this become Big
Brother? Could this be used to discriminate for jobs?’”

In another example, P16 asked if using his digital identity at a liquor store would
mean that “the government [would know] how often [he goes] to the liquor store.”
Finally, in response to the app requiring access to the user’s location, P11 said,
“Nobody needs to know where I am unless I tell them where I am. . . . I don’t need to
be spied on.”

Selling of personal information. For P20, a major concern was his personal
information “[being] put into the wrong hands, . . . [such as] marketers, advertisement
agencies, or just someone that might have malicious intent.” Similarly, P16 felt that
companies were not incentivized to put users first: “. . . companies are accountable to
shareholders, board [sic] of directors, and other people who are more in it for profits
than they are for providing a national service to the people.”

Reliance on mobile phone and network connectivity. P11 felt that using
a digital identity was too risky, saying, “Lose your phone, lose your identity, lose
everything.” P22 explained that digital identities should not replace traditional
documents “because of the problems with devices where they break down or run out of
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power or lose connectivity.”
P15 said the unreliability of his “older model” phone would encourage him to

“always make sure [he] has [his] paper documents . . . in case the app didn’t work. . . .”
P3 wondered if the app had to be “connected to Wi-Fi” while providing identity
information to a relying party: “I would switch off data when I’m not using it [the
app] ‘cause I have a limited amount of data. . . .”

Use with law enforcement. Multiple participants voiced concerns with using a
digital identity with law enforcement, especially in the early phases. P3 explained
that if an officer asked for her driver’s license, she would be “paranoid”: “I don’t know
if this officer knows about this [the existence of digital identity]. I don’t know if she’s
fine with me providing a digital copy.” Meanwhile, P15 feared her use of a digital
identity could be life-threatening:

[From the officer’s perspective,] I could be pulling out a gun. I could be
pulling out a variety of things. . . . Just the police in general make any
person nervous, I feel, once they’ve pulled up to your vehicle. And doing
anything outside of tradition in that area might make your very life feel
like it’s in jeopardy.

Mental Model Issues

Many participants had inaccurate mental models for how eID-Me works. Some
participants were not accustomed to the technology used by the service and thus
lacked background knowledge that may have helped them complete tasks more easily.
Others tried drawing upon prior experiences that seemed applicable on the surface
but, ultimately, translated poorly and led these participants astray. While accounting
for gaps in users’ understanding may be challenging, identifying and focusing on the
common issues may make eliminating these gaps more feasible.

Access to information. P4 believed that Apple could obtain access to a digital
identity and its contents though iCloud Backup saying, “as soon as the information’s
on the cloud, they [Apple] have access at all times.” In discussing their avoidance
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of OS updates, P15 said, “Every single time that you do an update, more of your
personal information just gets accessible to—not everybody but, like, law enforcement
and such, which is good to a certain extent.”

Information storage. At least four participants incorrectly believed that their
identity information was embedded in the QR code when in reality, the QR code
was random, contained no personally identifiable information, and was only used to
connect the smartphone to the POS terminal. P19 thought that “all the identifiers
and information . . . [were] represented in that one unique barcode.” Meanwhile, P4
speculated that relying parties would “only [scan] the information that they need and
not any additional information even though all the information is in your barcode.”

Information security. Despite mechanisms existing for verifying users’ identity
claims, some participants believed that it would be possible to be issued an identity
containing fraudulent information. P4 imagined a scenario where a fourteen-year-old
could pretend to be nineteen because identity claims are “not verified by anyone.”
P15 did not know what confirming the legitimacy of a digital identity entailed and
wondered whether the absence of physical security features like holograms might make
it “more difficult for bartenders and such to determine if [the ID is] real.”

QR code scanning. Multiple participants struggled with completing the in-person
authentication task. P15 first tried scanning an image of their health card found
within the app instead of the QR code. Similarly, P6 tried transferring knowledge
from their use of traditional identity documents and erroneously scanned an image of
a document: “I found it was confusing . . . seeing the driver’s license [in the app] and
thinking I had to scan that because I’m used to a traditional card.”

Possibly influenced by the in-person authentication task, P11 had difficulty un-
derstanding how information could be transmitted between the smartphone and the
laptop during the online authentication task:

When you present this screen [a login page on a laptop computer], a
separate unit to me, I’m like, “How am I going to get it [the QR code]
from here to here?”. . . I can’t hold this [the smartphone] up and scan.
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Usability Concerns and User Requirements

Throughout the study, users mentioned aspects of the app that they felt had poor
usability and also described what they expect a digital identity service to offer.
These remarks help to identify pitfalls that designers can seek to avoid in future
implementations of digital identity services.

Requests for additional security features. Some participants expressed interest
in mechanisms for disabling their digital identity. P20 wanted to “[be] able to lock [his
digital identity] out completely” upon losing his phone and be able to reactivate his
identity on a replacement device.

Multiple participants felt that it was inadequate for the app to support authenti-
cation with the device passcode as opposed to the app having its own passcode. P15
explained her qualms with this setup: “. . .my sister already knows my general passcode
then if she wanted to use my ID to get into a club, she looks similar to me. . . .” P4
explained that a separate passcode would enable him to use a more complex passcode
and ultimately, lead to him “[feeling] more secure.”

P8 wanted some degree of ephemerality when sharing information with relying
parties: “Once they’ve printed off my hospital bracelet, I [should be able to] press on
my phone ‘Disconnect’ so that they can no longer see my information. They have it
already recorded, they don’t need to stare at it anymore.”

Requests for additional functionality. Participants gave a wide range of feedback
on how they would like to use a digital identity. For example, P8 wanted to add
documents for people in her care: “. . .As a mom, if I’m going to do my health card, I’d
like to do my children’s so it’s all together, right? And maybe, perhaps if I’m responsible
for other people.” P4 wanted to add “health and car insurance information,” while
P19 wanted to “link [a] student card to a wallet” in order to facilitate transactions,
such as printing or food purchases, and add credit card information provided that it
was “guaranteed [to be more] secure than just [being] in the Apple Wallet.”

Requests for clearer communication. When participants had issues submitting
their identity information, many felt the app did not clearly indicate the problem or
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how it could be resolved. For instance, when information from a submitted passport
was missing, P19 saw “a strange pop-up. . . with some app-like development jargon”
which she felt insufficiently explained what was missing.

When entering information manually from identity documents, P6 had difficulty
locating certain numbers on the documents and requested that the app use language
like “on the front or the back of the card.”

Operational requirements. Some participants described the qualities they would
expect in the people interacting with their personal information. For example, P4
expected “competent staff ” but did not specify of what the staff’s skill set should
consist. P7 spoke with similar ambiguity saying that anyone accessing their personal
information should be “a clean person.”

Others spoke about their expectations for organizations operating a digital identity
service. P7, for instance, explained that the organization’s “security system should be
monitored” but did not specify how the system would work or what kinds of monitoring
would be in place. P8 also discussed how any organization responsible for such a
service “would have to be a very secure place” but did not elaborate beyond this.

Technical support requirements. P17 suggested that contact information should
be included for the people responsible for the app so users can ask questions: “You
know when you buy something from IKEA and they tell you, ‘Well, don’t break it. If
you don’t know how to do it, call us.’ Something like that.” P8 agreed saying that a
toll-free number should be provided to make your identity “inoperable” or to “put a
pause on the app.”

P5 said the app should include resources for identity theft since she would not
know what to do if she became a victim of identity theft. She believed that such
resources would “[show] the friendliness of the app” and reinforce that someone is
“looking out for [the user] in a sense.”

Technical difficulties encountered. Several participants encountered technical
difficulties while using the app. P6, for instance, explained that “certain documents
like the health card didn’t scan” and they had to resort to a manual process for entering
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information that “took forever” to input. P4 encountered a similar issue where he was
only able to scan the front side of a card but still had to manually enter information
for the information that was captured.

Other participants, such as P21, experienced technical difficulties during in-person
authentication task. Although the scanner gave audible feedback when P21 presented
her QR code, the app had actually failed to establish a connection to the POS software.
Lacking the appropriate signals, she asked, “Does it work?”

Misunderstandings. Like other participants, P15 mistakenly tried scanning a
digital copy of an identity document displayed by the app rather than scanning the
QR code for pairing. This prompted P15 to state, “I feel like you just need to. . . test
it out at home before you go to the clinic.”

Despite directly interacting with it, P21 failed to notice the screen where users
can review and select which of their identity attributes will be shared with the relying
party: “I didn’t notice that.” P19 also overlooked this screen saying, “. . .maybe it just
glazed over me. . . it wasn’t quite obvious to me that you could do that. . . ”.

Uses for Digital Identity

Participants discussed the appeal of certain use cases for digital identity. For instance,
some participants were more willing to use their identity with health care institutions
knowing that the institution would already have access to their information through
other means. Participants also raised questions relating to the practicality of using a
digital identity in certain contexts (e.g., Is the infrastructure ready to support use
by travellers?, Would using digital identity in emergency situations require entail
sacrificing security?). These results suggest that there is value in tailoring a digital
identity service for specific use cases and communicating considerations that have
been made for these situations to users.

Interactions with the government. P19 stated she would be comfortable using
a digital identity to receive government services online, viewing it as an alternative
means for relaying the same information that traditional documents provide: “They
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need that stuff [identity information] anyway. It’s either me manually typing in the
driver’s license or just scanning it anyway.”

Health care. Several participants were interested in the use of a digital identity for
health care services. P4 elaborated on their interest saying, “it’d be actually really
helpful to have your [health card] number handy if it’s in your phone.” P13 also saw
the convenience of using digital identities for health care but added their use would be
rooted in the fact that “you’re gonna be in the [health care provider’s] system anyways”
possibly signaling that whether the relying party already has the user’s PII may be a
factor when deciding whether to use the app in a given context.

Multiple participants said a digital identity would be useful in the context of
emergency medical services. For instance, P9 imagined being able to identify someone
unconscious and learn about their medical history but that there would need to
be “some way they [relying parties] could bypass the [smartphone’s and the app’s]
password.” P9, however, quickly acknowledged that the existence of such a mechanism
would call into question “why there’s a password if anyone can bypass it.”

Purchases. Multiple participants were open to the concept of using digital identity
for purchases. P6, for example, foresaw the benefit of such technology when “buying
marijuana . . . or liquor or things like that where you’d have to verify more.” Despite
having earlier voiced concerns about the app making personal information available
too easily, P8 called the online authentication feature “convenient” after signing into
the liquor store website: “It’s very hypocritical of me but that’s the way it is, right? I
wanna buy something online or I need them to check my date of birth, well, I’m gonna
have to deal with it [my concerns].”

4.5 Discussion

Through this study, we learned about users’ perceptions and expectations of a digital
identity service. In this section, we provide insights into the results of this study and
how they can be applied more generically to the design of digital identity services.



83

4.5.1 Disconnect Between Participants’ Mental Models and the Designer’s
Model

Norman [90] defines conceptual models as explanations for how something works. He
states that designers can help users form accurate mental models (conceptual models
in their minds) by ensuring that the system image (the artefacts that the user interacts
with) reflects the designer’s model (the conceptual model that the designer wishes to
convey).

Our qualitative analysis revealed instances where our participants’ mental models
differed substantially from the designer’s model. A major example of this was the
failure by some participants to observe the app’s privacy-preserving features, such
as being able to select which identity attributes are shared with relying parties and
identity information not being stored in the cloud. A similar disconnect was also
observed in participants’ understanding of the information flows that occur when
participating in transactions.

It is important to acknowledge that participants’ mental models were likely influ-
enced by their past experiences; a phenomenon known as transfer of learning [97]. In
some cases, these prior experiences helped participants accomplish tasks more easily
(positive transfer). For instance, multiple participants drew upon their experiences
scanning and depositing cheques within mobile banking apps in order to complete the
document scanning portion of the registration task.

In other situations, these experiences appeared to hinder a participant’s ability
to complete a task (negative transfer). For instance, some of our participants had
experience using digital wallet platforms, such as Apple Wallet [8] or Google Pay [56].
In-person transactions involving these platforms typically require users to tap the
image of the card they wish to use and, in some cases, to scan a barcode displayed
on the card. During our in-person authentication task, multiple participants tried to
authenticate by scanning a barcode from an identity card displayed within the app
instead of scanning the QR code. One possible way to counteract this would be to
display an eID-Me identity card in the app containing the QR code and asking users
to scan this instead.

Participants’ conceptual models for the digital identity service may have also
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been shaped by their own privacy expectations and public discourse on privacy. For
instance, some participants were aware that some technology companies collect user
data and share it with third parties for marketing purposes and questioned whether
this was the case with eID-Me. Some participants made specific mention of Facebook’s
data-sharing agreements with Cambridge Analytica [25] which were made public a few
months before we started conducting our study. Other participants mentioned data
breaches that they had heard about in the news and speculated about the possibility
of identity information being stolen from eID-Me.

Ultimately, these results suggest that there are challenges associated with helping
users form accurate conceptual models for a digital identity service. Accordingly, we
suggest that designers of digital identity services apply the following recommendations:

Communicate the service’s data practices prominently. It is natural for
users to apply their prior experiences to a new context, however, it is simultaneously
important that designers mitigate against the potential for these experiences to become
counterproductive for their users. In the case of eID-Me, we observed many users
make incorrect conclusions about the app, such as the notion that service operators
would be able to track their use of the service. Statements like these are at odds with
the app’s actual behaviour and, when left unaddressed, can result in users assuming
that the app is more privacy adverse than it actually is. This suggests a need to
proactively counter users’ misconceptions early in their use of the service.

To do this, designers of digital identity services should clearly indicate what is
happening with personal information so that users understand what information is
being collected, who can access it, and where it is being stored. While these types of
statements are typically reserved for privacy policies, these policies have limited effect
because they are often ignored by users [94]. Further, many websites and apps employ
privacy policies as dark patterns [22] to purposefully hide undesirable aspects of their
data practices within confusing legalese.

Digital identity services should emphasize, not conceal, their data practices, espe-
cially in the case of a privacy-preserving app such as eID-Me. Otherwise, users could
fail to discover privacy-related features and dismiss the app altogether.
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Set expectations early. The term user onboarding [80,89] refers to mechanisms for
introducing first-time users of an app to its main features and guiding them through
any setup processes. During user onboarding, designers typically provide relevant
information, such as how the app might benefit the user or instructions on how to
perform key tasks, that will help make the experience as straightforward as possible.

User onboarding is especially critical for apps that have complex workflows or use
technology in ways unfamiliar to users. In the case of eID-Me, the app’s registration
process was more complex than conventional registration processes that involve picking
a username and password; participants were required to take a selfie and scan particular
documents. Outside of the lab environment, this process would be even more complex
as users would have to be at home (or at a service centre) to complete the process
and would need to locate the necessary identity documents.

The app also made use of technologies in ways that participants might not be
accustomed to. One participant thought QR codes were meant to be scanned by
customers who wanted additional information about a product as opposed to how
eID-Me users must present a QR code to a scanner in order to start a transaction.
In another instance, a participant failed to recognize that they could review the
information being requested and, for optional attributes, select what the relying party
would receive.

Also, our quantitative results showed that users’ willingness to use the app generally
decreased after completing the study’s tasks. One possible explanation for this
phenomenon is that the participants whose opinions became more negative had
expectations of how the app would work and that these expectations were not met by
the end of the evaluation.

Ultimately, since digital identity services make use of concepts unfamiliar to typical
users and users are likely to have preconceived notions of how the service works, we
recommend providing information upon launch to help users develop a more accurate
understanding. Doing so can help users be successful in their use of the app and
prevent negative outcomes that could occur from misuse, such as inadvertent sharing
of personal information.
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Focus on familiar concepts and actionable information. Some participants
found it confusing to have a score assigned to the personally identifiable information
they provided. While the lack of understanding likely stems from the technical format
in which the scoring information was presented, it is worth considering the value of
exposing this level of detail.

The concept of scoring might be serviceable as an internal representation of
the authenticity of a user’s personally identifiable information but for users, this
information is of little value without additional context. We recommend that instead
of communicating scoring information to users, designers should provide the user with
actionable information such as telling them to provide more documents or to visit a
service centre to finish registration.

4.5.2 Participants’ Concerns Vary in Their Ability to Be Addressed

Our qualitative and quantitative results showed that users have wide-ranging concerns.
For some of these concerns, devising solutions is rather straightforward. As an example,
concerns about the implications of sharing personal information can be addressed
by calling attention to the app’s data practices and highlighting some of its privacy-
preserving features. Similarly, concerns about the service operator’s motives could
be alleviated by being transparent about who the service operators are and how the
service is financed.

For other concerns, conceiving solutions may seem infeasible at first. For example,
in our examination of participants’ concerns, we discovered an apparent paradox: par-
ticipants wanted the service operator to implement mechanisms that would safeguard
their digital identities from identity theft but also expressed concern about the use of
their digital identity being tracked.

While solutions for concerns like these may seem unattainable, best practices
suggest otherwise. Cavoukian’s Privacy by Design (PbD) framework [31] claims that
systems can avoid making such trade-offs by accounting for privacy from the onset.
With an awareness of what users value, our findings present an opportunity to address
these concerns while also maintaining their privacy.
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4.6 Limitations

The following limitations may have impacted participants’ behaviour and, ultimately,
the ecological validity of this study:

• We provided participants with sample identity documents to complete the
registration process instead of asking them to use their own identity documents.
Participants were asked to treat these documents as if they were their own and
contained their personal information. However, given that these documents
did not contain their personal information, participants may have reported
different levels of comfort with providing specific types of information than if
their own documents were in front of them. Similarly, participants’ feedback for
the in-person and online authentication tasks may have been different if their
own identity information was being shared with relying parties.

• All sessions were conducted in a laboratory environment. In the real world,
participants would be required to complete registration at their home addresses,
and would complete any in-person authentication at real venues, such as hospitals
and retail stores. Naturally, this would have created a considerable lapse of time
between registration and use. Participants’ opinions and reactions may have
differed from those expressed in the lab environment.

• Instead of using their own devices, we provided participants with devices (i.e., a
smartphone and a laptop computer) to complete the study’s tasks. Although
eID-Me allows users to unlock the app via biometric authentication (e.g., facial
recognition, fingerprint recognition), these devices had not been configured
with participants’ biometrics. As such, the app used the device passcode as
the fallback authentication scheme. Participants may have expressed different
opinions and felt more secure if they had used biometrics instead of passcodes.

Despite these limitations, we still believe this study helped us gain insights into
how users perceive digital identity services at a high level rather than identifying
issues with the implementation of a specific service. Ultimately, the results provide us
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with an understanding of the elements needed for a digital identity service to be both
usable and protective of users’ privacy.

4.7 Conclusion

After conducting our usability evaluation, we learned that designing a digital identity
service to be both usable and privacy-protective requires non-trivial consideration
for users’ prior experiences, the context in which the identity will be used, and the
expectations that users have for the service. Based on our findings, we recommend
that designers confront these challenges through upfront communication, familiar
metaphors, and the use of best practices to balance privacy and functionality.



Chapter 5

Discussion and Conclusion

5.1 Addressing Our Research Questions

RQ1.1: To what degree are certain types of PII discoverable through so-
cial media services and search engines? Our evaluation of participants’ online
presence found categories of PII that, for the majority of our participants, were
identified through social media (i.e., Personal Information, Birth Information, Address
Information, Contact Information, and Occupational Information) and were identified
through a search engine (i.e., Personal Information, Address Information, Occupational
Information).

Given that a main use case of social media is to maintain existing relationships [78,
114], the discovery that more categories were identified through social media than
through search engines may be an indication that people known to a user could be
better positioned to carry out an attack. However, given that approximately half of the
accounts were public and that, on average, participants had hundreds of friends in their
network, the visibility of this data is widespread. These findings are consistent with
other literature that reached similar conclusions about the ability for an individual’s
personal information to be accumulated by reviewing their social media accounts [71].
Additionally, our findings fill a literature gap on the ability for personally identifiable
information to be obtained through search engines.

RQ1.2: How do an individual’s behaviours, both online and offline, relate
to the ease with which an imposter could obtain their PII? Through semi-
structured interviews, we learned that participants engage in a wide range of behaviours
both online and offline. Some of these behaviours, such as choosing not to carry
certain documents on their person or using passwords and biometrics to protect their
devices, had the potential to preserve participants’ personal security and privacy.

89
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Other behaviours—sometimes deliberate—may have jeopardized their security and
privacy (e.g., not using any authentication schemes on their devices, receiving mail
through a box without a lock, leaving personal belongings unattended).

Some literature argues that when users reject security advice, the root cause is
neither negligence nor unusable software but rather users concluding that the costs
of protecting themselves are greater than any resulting benefits [66]. Examples of
this surfaced during our study with users describing themselves as unlikely targets of
identity theft or explaining that they preferred quick access to their device instead of
being slowed down by passwords. These findings present a challenge in coming up
with appealing solutions for maintaining users’ security and privacy.

RQ2.1: How do users perceive digital identity services? From our usability
study, we discovered that our participants mainly understood digital identity services
to be convenient alternatives to physical documents but that their interest depended
on the circumstances (e.g., hesitant to use with law enforcement). Participants also
viewed digital identity services as a potentially risky technology, raising questions
about data breaches, identity theft, the implications of drained mobile phone batteries,
surveillance, and more. These findings help to address the lack of literature on the
usability of digital identity services.

Our participants’ perception of digital identity services was frequently inaccurate.
In some cases, these misunderstandings stemmed from participants’ prior experiences
with other technologies, such as presuming that the interface for the eID-Me app
would function similarly to the interface for a mobile wallet app or speculating that
data provided to the app might be harvested for marketing or tracking purposes given
that other apps have engaged in this practice.

In other cases, these misconceptions were seen in areas of the app where users were
provided with little guidance (e.g., when scanning a document) or were presented with
highly technical information (e.g., when reviewing a submission). Finding a happy
medium between these two extremes may prove to be difficult given evidence that
users often skip educational materials to try completing their task first rather than
first learning about how to complete the task [29].
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RQ2.2: What are users’ expectations for digital identity services? The
usability study also provided valuable insight into users’ expectations for digital
identity services. The main expectations included clarity surrounding the app’s
practices when handling users’ data, safeguarding users’ security and privacy through
principled decision-making in terms of how the service is operated and who is hired to
operate it, and processes for dealing with a lost or stolen smartphone.

These findings mirror relevant works [17, 105] and ultimately, serve as a reminder
that technical security alone is often not enough to foster trust with users; how users
perceive a system’s security and privacy mechanisms can influence their adoption of
the system.

5.2 Recommendations

Based on the results from the two studies we conducted, we provide recommendations
for the design and successful deployment of smartphone-based digital identity services.

5.2.1 Strengthen Identity Proofing Mechanisms

Our work highlights that many types of PII are easily accessible by strangers and
non-strangers alike. Accordingly, we suggest two preventative measures for managing
this reality.

First, when initially registering for an identity, digital identity services should use
out-of-wallet questions to verify a user’s identity. Out-of-wallet questions, sometimes
referred to as dynamic KBA [81], are authentication challenges that are generated on
the fly, in real-time using information available from a variety of sources (e.g., credit
bureaus, mobile network operators) [33, 77]. These types of questions are intended to
be more difficult for an imposter to answer correctly because the necessary information
is often harder to obtain than other types of information like the user’s full name or
date of birth.

As an example, a scheme relying on out-of-wallet questions might consult a user’s
credit file and ask them to identify the credit provider that issued them a loan two
months ago. Another user, who might not have any debt, could be asked about recent
activities on their mobile phone.
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While this lack of predictability may be ideal for hindering an attacker’s efforts,
it also presents usability challenges to legitimate applicants. Rather than relying
exclusively on this mechanism, it may be more appropriate to use it in combination
with other mechanisms when developing an identity proofing solution.

Second, digital identity services should require users to provide multiple factors
when they are initially registering for an identity. Relying solely on PII is risky given
the possibility of information becoming obtainable through data breaches. By using
multiple factors at the time of registration, such as how eID-Me makes use of facial
data and the location of the user’s device, these services can increase the level of effort
and skill needed by an attacker thus impeding their ability to obtain a digital identity
fraudulently.

5.2.2 Discourage Self-Harming Behaviours

Through our information discoverability study, we observed participants either down-
playing or altogether failing to acknowledge the riskiness of behaviours that could in
fact compromise their security and privacy. As such, we believe that efforts should
be made to discourage users from engaging in these behaviours. However, one of the
challenges involved with effecting this type of change, according to Bada et al. [13], is
that simply educating users on the risks and how to protect themselves has limited
impact. For changes in behaviour to occur, users need to comprehend the recom-
mendations and also be motivated enough to apply them [13], thus indicating that
successful campaigns will be highly tailored for their intended audience.

5.2.3 Provide Assurances for Users’ Privacy

Participants were vocal with their distaste for their personal information being misused
whether through the sale of information or through government monitoring. As such,
we believe it is crucial for digital identity services to be privacy-preserving and to
actively emphasize any protections that they have in place.

Today, many apps communicate these protections by using privacy policies, but
research has shown that users frequently struggle to comprehend these texts [72],
making privacy policies ineffective tools for relaying information. Instead of relying
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solely on privacy policies—which are often filled with legalese—Schaub, Balebako, and
Cranor [109] advocate for the use of privacy notices. They describe privacy notices
as user-centric documents that serve to complement privacy policies and contain
“timely, relevant, actionable, and understandable information” that can support users
in making informed decisions about their use of a particular service.

Based on our users’ feedback, we suggest that services should make use of shorter,
more digestable privacy notices before users interact with key features in addition to
making a full privacy policy available to users. For example, prior to taking a selfie,
a brief privacy notice could be presented to users explaining how facial data will be
used. In another instance where the user is authenticating on the web, a separate
notice could describe who would have access to their information in that context.

5.2.4 Upfront Communication and Familiar Language

After observing some users encounter difficulties while using the app (e.g., confusion
over technical terms, uncertainty surrounding the document scanning process) and in
line with best practices [52, 91], we suggest explaining essential concepts about the
app upfront. While some users were able to complete tasks independently, it is clear
that a sizeable portion would have benefitted from additional information on how to
accomplish key activities.

Further, we recommend conveying information to users with concepts that they
will find intuitive. Digital identities are relatively new and unfamiliar to many. To
minimize confusion, it is important that these concepts be framed using ideas that
are already familiar to users [73].

5.3 Future Directions

The results of our studies present compelling opportunities for future research and in
this section, we highlight some of these areas.
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5.3.1 Methodology and Scope

We conducted both the information discoverability study and the usability study
in a lab environment with each session being relatively short. Conducting these
studies over longer periods of time and in more realistic environments might bring
additional insights. For example, parts of the information discoverability study could
be conducted as a diary study where participants would take note of behaviours like
the safekeeping of their personal belongings over several days.

It may also be worthwhile to investigate the discoverability of PII on more niche
social networks given that we examined fairly mainstream networks with our par-
ticipants. For example, online support communities, such as PatientsLikeMe [96],
encourage users to share their personal experiences in order to connect with others
that have similar health conditions. Are these users more likely to publicize their PII?

5.3.2 Employ Gamification for Effective Onboarding

One of the challenges that we identified in our usability study for smartphone-based
digital identity services was the need to support users in developing accurate conceptual
models for how the app works. We believe this would be particularly difficult because
of negative transfer effects and users’ tendencies to skip instructional information.

A possible approach to this problem could be to incorporate elements of games
into the app to keep users engaged, a concept known as gamification [67, 104]. Many
video games dedicate their first levels to introducing the game’s mechanics (i.e., rules)
and controls, helping to ensure users are successful as they go on to accomplish other
tasks within the game.

As an example, eID-Me could employ gamification to educate users on how the
app is expected to be used in real-world scenarios, such as in retail stores. The app
could simulate a retail environment and require users to complete a trial use of their
identity. This would help to familiarize users with the workflow while also giving them
an opportunity to learn about the app in a low-pressure environment as opposed to
while others are waiting in line behind them.
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5.3.3 Eliminate Barriers for Assessing PII Availability

A key aspect of preventing identity theft is being able to manage the availability of
one’s PII online. If users are to take an active role in doing this, tools for this process
should be improved.

While the passing of privacy legislation, such as the General Data Protection
Regulation [119], has resulted in users gaining the ability to learn about the scope of
data that businesses have collected about them and to request the deletion of this data,
these processes are quite primitive. It is common practice for businesses to generate
large ZIP files containing users’ data—sometimes represented as complex JSON or
CSV files—which users must first download before examining using whichever tools
they can find.

This information could be presented in a comprehensible format directly on the
business’s website so that users do not have to wait for a download and can act directly
on a given piece of information.

5.3.4 Increase Transparency for How Mobile Apps Behave

While today’s mobile operating systems offer control over the types of information
on a user’s device that installed apps can access (i.e., permissions), these operating
systems do not provide insight into how these apps are using personal data. Further,
they do not allow more granular restrictions beyond a binary access granted or access
denied.

Lutaaya [79] developed a proof-of-concept prototype exploring extended capabilities
for permissions on mobile operating systems such as substituting users’ personal data
with sample data and monitoring the frequency and destination of communications
sent to remote servers that involve protected resources.

We believe that if mobile operating systems had these additional capabilities, it
could remove some of the mystery surrounding apps’ behaviour and possibly alleviate
users’ concerns with using a digital identity service on their smartphone.
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5.4 Contributions

In this thesis, our aim was to advance knowledge concerning digital identity services
by investigating the discoverability and suitability of users’ PII for identity proofing
and by conducting a usability evaluation of a smartphone-based implementation of a
digital identity service. The primary contributions of this work were the following:

• We conducted a study examining how widely available participants’ PII is and
how their day-to-day behaviours affect the availability of their PII. Our findings
indicated that many different types of PII could be obtained by an imposter and
that individuals often underestimate the risk of said information being available.
This led us to recommend that identity proofing processes rely on other types of
information and to call for initiatives that can help users both recognize the risk
associated with their behaviours and support them in changing their behaviours.

• We conducted a usability study to better understand how users perceive digital
identity services and their expectations for these services. We observed that
users had difficulty completing the study’s tasks and many expressed concern
over the implications of using a digital identity service for their own privacy and
security. In many cases, these task failures and knowledge gaps stemmed from
the app failing to convey the system image accurately. Accordingly, we suggested
that future implementations of digital identity services use familiar concepts to
help users develop accurate mental models and prioritize communicating with
user-friendly language to ensure users understand how the service works.

5.5 Conclusion

As more aspects of everyday life shift towards digital technologies, the success of
these transitions hinges on the technology being reliable enough to earn the trust of
both individuals and organizations. For digital identity services, this is no different.
Accordingly, we looked into this issue by conducting two studies on topics that affect
a service’s ability to be trusted: (1) the discoverability of users’ PII and its suitability
for identity proofing, and (2) the usability of a smartphone-based implementation of a
digital identity service.
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Through the information discoverability study, we identified types of PII that are
most easily discovered and learned how our participants think about their personal
security and privacy. Through the usability study, we learned about users’ expectations
for how a digital identity service should be operated and factors that impacted their
conceptual models for a smartphone-based implementation. Based on our findings, we
recommended that: (1) identity proofing processes request other types of information
from users, (2) concerted efforts be made to encourage users to change behaviours
that may jeopardize their own security and privacy, (3) the privacy implications of
digital identity services be communicated to users in a clear, digestable manner, and
(4) digital identity services make use of familiar concepts and approachable language to
when communicating with users. Finally, we identified opportunities for future research
that we felt have the potential to advance knowledge in the identity management
space.
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Appendix A

Materials for Information Discoverability Study

A.1 Recruitment Poster

	
 

Participate in a study on the discoverability of 
personal information 

To participate in this study, 
you must be: 
 

ü Active on at 
least one social 
media account 

ü At least 18 years 
old 

ü English-speaking 

 

This is a 90-minute study. You will be asked to examine your social 
media accounts and search results about yourself for certain types of 

personal information. You will also participate in an interview on 
smartphone usage, your handling of personal belongings, and your 

handling of documents with your personal information. 

Participants will be compensated with $25 (CAD) and related parking costs 
($10) if applicable.  

The ethics protocol for this project has been reviewed and cleared by the Carleton 
University Research Ethics Board (Study Clearance #108764). If you have any 
ethical concerns with the study, please contact Dr. Andy Adler, Chair, Carleton 
University Research Ethics Board-B (by phone at 613-520-2600 ext. 4085 or via 
email at ethics@carleton.ca).  

Please contact the researcher, Michael Lutaaya, for more 
details on this study at michael.lutaaya@carleton.ca 

M
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A.2 Consent Form

Study Clearance #108764 

Page 1 of 3 
This document has been printed on both sides of a single sheet of paper. 

Please retain a copy of this document for your records. 

 
 

  
 
Title: What Types of Personally Identifiable Information Are Most Easily 

Discovered? 
 
Funding Source: NSERC Discovery Grant 

 
Date of ethics clearance: April 16, 2018 
 

Ethics Clearance for the Collection of Data Expires: April 30, 2019 
 
I, ______________________________________, choose to participate in a study 

on the discoverability of personally identifiable information (PII). This study aims to 
identify the types of PII that can be discovered most easily by an individual looking 
to commit identity fraud. The researcher for this study is Michael Lutaaya in 

the School of Computer Science. He is working under the supervision of Dr. 
Sonia Chiasson in the School of Computer Science. 
 

 
This study will last 90 minutes and consist of four activities: (1) a demographic 
questionnaire; (2) an interview covering your attitudes and behaviours regarding 

the safekeeping of your belongings, smartphone usage, and documents with 
containing your personal information; (3) an exercise examining the types of your 
PII that can be found on social media; and (4) an exercise evaluating the types of 

your PII that can be found by looking yourself up on a search engine. 
 
This study is done in collaboration with Bluink, an Ottawa-based company that 

specializes in software for identity and access management. We will use the findings 
to make recommendations on the types of PII that are most robust against being 
discovered by potential attackers. Bluink may use some of these recommendations 

to reduce fraud in a digital identity solution that they are developing. 
 
To participate in this study, you must be: 

• Active on at least one social media account 
• At least 18 years old 
• English-speaking 

 
During your session, the researcher will take notes of their observations by typing 
on a computer. Additionally, with your consent, the interview portion of the study 

will be audio recorded to help with accurately capturing your comments. The 
recordings will be encrypted and will be deleted after one year. If you do not want 
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Study Clearance #108764 

Page 2 of 3 
This document has been printed on both sides of a single sheet of paper. 

Please retain a copy of this document for your records. 

to be audio-recorded, you can still participate and the researcher will take notes of 
the interview instead. 

 
All research data will be anonymized and stored on a password-protected computer 
that is only accessible by the research team. The results of the questionnaire, 

transcriptions of the interview, data recorded on the checklists during the social 
media and web search exercises, and the researcher’s notes may be shared with 
Bluink; however, this data will already be anonymized and will include no PII 

whatsoever. Audio recordings of the interview will not be shared with Bluink. 
 
Data collected during your session will include the anonymous username (e.g., P1, 

P2) assigned to you when you completed the demographic questionnaire. Any paper 
documents (e.g., consent forms) will be kept in a locked cabinet at Carleton 
University that is only accessible by the research team and will be shredded after 

one year.  
 
Since this project deals with your personal information, there are some potential 

emotional risks to you if you are uncomfortable with the researcher viewing your 
personal information. To mitigate this risk, several precautions will be taken:  
• The participant will complete a checklist indicating whether certain types of 

personally identifiable information were discovered (e.g., full name, email 
address). Neither the checklist nor any notes taken by the researcher will include 
any of your personally identifiable information. 

• During the social media and web search exercises, you will operate the lab 
computer and/or the device that you bring to the session. If you do not feel 
comfortable following any of the steps given by the researcher, you have the 

right to decline.  
• On the lab computer, we will use the browser’s incognito mode to ensure that 

browser history, cookies, website data, and any information entered into forms is 

not saved. As an extra precaution, the researcher will clear the browser’s data 
and ask you to witness this to be certain that no traces of your browsing activity 
are kept on the lab computer. 

• During the interview, you have the right decline answering any of the questions. 
 
You have the right to end your participation in the study at any time, for any 

reason, up until the end of your scheduled session. If you withdraw from the study 
before it ends, all information you have provided will be immediately destroyed.  
 

As a token of appreciation, you will receive $25 in cash and, associated parking 
expenses ($10) if applicable. If you withdraw from the study, you will still be 
compensated the full amount. 

 
Once the project is completed, electronic research data will be kept and potentially 
used for other research projects on this same topic. Consent forms will be shredded 
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Study Clearance #108764 

Page 3 of 3 
This document has been printed on both sides of a single sheet of paper. 

Please retain a copy of this document for your records. 

after one year. Anonymized results may be used in publications or presentations.  
 

If you would like a copy of the finished research project, you are invited to contact 
the researcher to request an electronic copy which will be provided to you. 
 

The ethics protocol for this project was reviewed by the Carleton University 
Research Ethics Board, which provided clearance to carry out the research, CUREB-
B Clearance #108764. If you have any ethical concerns with the study, please 

contact Dr. Andy Adler, Chair, Carleton University Research Ethics Board-A (by 
phone at 613-520-2600 ext. 4085 or via email at ethics@carleton.ca). 
 

Researcher contact information:  Supervisor contact information: 
Michael Lutaaya      Dr. Sonia Chiasson 
School of Computer Science    School of Computer Science 

Carleton University      Carleton University 
Email: michael.lutaaya@carleton.ca  Tel: (613) 520-2600 ext. 1656 
        Email: chiasson@scs.carleton.ca 

 
 
Do you agree to be audio-recorded during the interview:   ___Yes ___No 

 
 
________________________     ______________  

Signature of participant      Date 
 
 

_______________________     ______________  
Signature of researcher      Date 
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A.3 Demographic Questionnaire

 
 

 Page 1 of 14 

PII Discoverability — Demographic 
Questionnaire 
 

 
Start of Block: Default Question Block 
 
Q1 What is your gender? 

o Male  (1)  

o Female  (2)  

o Other  (3)  

o Prefer not to say  (4)  
 
 
 
Q2 What is your age?  

________________________________________________________________ 
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 Page 2 of 14 

Q3 What is the highest level of education you have completed? 

o Elementary school  (1)  

o High school  (2)  

o College  (3)  

o Technical, trade school, or apprenticeship  (4)  

o Undergraduate degree (Bachelor’s)  (5)  

o Post-graduate certificate or diploma  (6)  

o Graduate degree or professional degree  (7)  

o Other  (8) ________________________________________________ 

o Prefer not to say  (9)  
 
 
Display This Question: 

If 1 = 2 

 
Q4 What is your occupation/field of study? 

________________________________________________________________ 
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Q21 What is your occupation? 

o Administrative Support (e.g.,secretary, assistant)  (1)  

o Art, Writing, Journalism (e.g., author, reporter, sculptor)  (4)  

o Business, Management and Financial (e.g., manager, accountant, banker)  (5)  

o Education (e.g., teacher, professor)  (6)  

o Legal (e.g., lawyer, law clerk)  (7)  

o Medical (e.g., doctor, nurse, dentist)  (8)  

o Science, Engineering, and IT professional (e.g., researcher, programmer, IT consultant)  
(9)  

o Service (e.g., retail clerk, server)  (10)  

o Skilled Labor (e.g., electrician, plumber, carpenter)  (11)  

o Student (specify your program of study)  (12) 
________________________________________________ 

o Unemployed  (13)  

o Retired  (14)  

o Other (specify)  (15) ________________________________________________ 

o Decline to answer  (16)  
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Q5 Which of the following devices do you own? Check all that apply.  

▢ Laptop computer  (1)  

▢ Desktop computer  (2)  

▢ Tablet computer (e.g., iPad, Kindle Fire)  (3)  

▢ Smartphone (e.g., Android, iPhone, Windows Phone, Blackberry)  (4)  

▢ Smartwatch or fitness tracker (e.g., Fitbit, Apple Watch)  (5)  

▢ A device whose primary purpose is for reading e-books (e.g., Kindle, Nook)  (6)  

▢ Stationary game console (e.g., PlayStation, Xbox)  (7)  

▢ A portable device whose primary purpose is for playing video games (e.g., 
PlayStation Vita, Nintendo 3DS)  (8)  

▢ Other  (9) ________________________________________________ 
 

End of Block: Default Question Block  
Start of Block: Block 5 
 
Q23 The term social media refers to websites and apps that enable users to: (1) create and 
share content, or (2) communicate and interact with each other. For the social media accounts 
that you post to most frequently, answer the questions below.  
 
 
Websites or apps that only have short-term content (e.g., Snapchat) or that only have 
messaging functionality (e.g., WhatsApp, Facebook Messenger) should not be included in your 
answers. 
 

End of Block: Block 5  
Start of Block: Most Used Social Media Account 
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 Page 5 of 14 

Q2 What is your most used social media account? 

o Facebook  (1)  

o Pinterest  (2)  

o Instagram  (3)  

o LinkedIn  (4)  

o Twitter  (5)  

o YouTube  (6)  

o Tumblr  (7)  

o Other  (8) ________________________________________________ 
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 Page 6 of 14 

Q3 What do you use this account for? Check all that apply. 

▢ To stay in touch with friends and family  (1)  

▢ To follow public figures (e.g., celebrities, athletes, politicians)  (2)  

▢ To connect with other people with similar interests  (3)  

▢ To find romantic partners  (4)  

▢ To find news and information  (5)  

▢ To follow political or social issues  (6)  

▢ For professional networking or job seeking  (7)  

▢ To express myself  (8)  

▢ To relieve boredom or to find entertaining links and videos  (9)  

▢ Other  (10) ________________________________________________ 
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 Page 7 of 14 

Q4 On what devices do you use this account? 

▢ Laptop computer  (1)  

▢ Desktop computer  (2)  

▢ Tablet computer (e.g., iPad, Kindle Fire)  (3)  

▢ Smartphone (e.g., Android, iPhone, Windows Phone, Blackberry)  (4)  

▢ Smartwatch or fitness tracker (e.g., Fitbit, Apple Watch)  (5)  

▢ A device whose primary purpose is for reading e-books (e.g., Kindle, Nook)  (6)  

▢ Stationary game console (e.g., PlayStation, Xbox)  (7)  

▢ A portable device whose primary purpose is for playing video games (e.g., 
PlayStation Vita, Nintendo 3DS)  (8)  

▢ Other  (9) ________________________________________________ 
 
 
 
Q5 How often do you use this account? 

▼ Several times a day (1) ... Every few weeks or less often (4) 

 

End of Block: Most Used Social Media Account  
Start of Block: Second-Most Used Social Media Account 
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 Page 8 of 14 

Q2 What is your second-most used social media account? 

o Facebook  (1)  

o Pinterest  (2)  

o Instagram  (3)  

o LinkedIn  (4)  

o Twitter  (5)  

o YouTube  (6)  

o Tumblr  (7)  

o Other  (8) ________________________________________________ 
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 Page 9 of 14 

Q3 What do you use this account for? Check all that apply. 

▢ To stay in touch with friends and family  (1)  

▢ To follow public figures (e.g., celebrities, athletes, politicians)  (2)  

▢ To connect with other people with similar interests  (3)  

▢ To find romantic partners  (4)  

▢ To find news and information  (5)  

▢ To follow political or social issues  (6)  

▢ For professional networking or job seeking  (7)  

▢ To express myself  (8)  

▢ To relieve boredom or to find entertaining links and videos  (9)  

▢ Other  (10) ________________________________________________ 
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 Page 10 of 14 

Q4 On what devices do you use this account? 

▢ Laptop computer  (1)  

▢ Desktop computer  (2)  

▢ Tablet computer (e.g., iPad, Kindle Fire)  (3)  

▢ Smartphone (e.g., Android, iPhone, Windows Phone, Blackberry)  (4)  

▢ Smartwatch or fitness tracker (e.g., Fitbit, Apple Watch)  (5)  

▢ A device whose primary purpose is for reading e-books (e.g., Kindle, Nook)  (6)  

▢ Stationary game console (e.g., PlayStation, Xbox)  (7)  

▢ A portable device whose primary purpose is for playing video games (e.g., 
PlayStation Vita, Nintendo 3DS)  (8)  

▢ Other  (9) ________________________________________________ 
 
 
 
Q5 How often do you use this account? 

▼ Several times a day (1) ... Every few weeks or less often (4) 

 

End of Block: Second-Most Used Social Media Account  
Start of Block: Third-Most Used Social Media Account 
 



124

 
 

 Page 11 of 14 

Q2 What is your third-most used social media account? 

o Facebook  (1)  

o Pinterest  (2)  

o Instagram  (3)  

o LinkedIn  (4)  

o Twitter  (5)  

o YouTube  (6)  

o Tumblr  (7)  

o Other  (8) ________________________________________________ 
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 Page 12 of 14 

Q3 What do you use this account for? Check all that apply. 

▢ To stay in touch with friends and family  (1)  

▢ To follow public figures (e.g., celebrities, athletes, politicians)  (2)  

▢ To connect with other people with similar interests  (3)  

▢ To find romantic partners  (4)  

▢ To find news and information  (5)  

▢ To follow political or social issues  (6)  

▢ For professional networking or job seeking  (7)  

▢ To express myself  (8)  

▢ To relieve boredom or to find entertaining links and videos  (9)  

▢ Other  (10) ________________________________________________ 
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 Page 13 of 14 

Q4 On what devices do you use this account? 

▢ Laptop computer  (1)  

▢ Desktop computer  (2)  

▢ Tablet computer (e.g., iPad, Kindle Fire)  (3)  

▢ Smartphone (e.g., Android, iPhone, Windows Phone, Blackberry)  (4)  

▢ Smartwatch or fitness tracker (e.g., Fitbit, Apple Watch)  (5)  

▢ A device whose primary purpose is for reading e-books (e.g., Kindle, Nook)  (6)  

▢ Stationary game console (e.g., PlayStation, Xbox)  (7)  

▢ A portable device whose primary purpose is for playing video games (e.g., 
PlayStation Vita, Nintendo 3DS)  (8)  

▢ Other  (9) ________________________________________________ 
 
 
 
Q5 How often do you use this account? 

▼ Several times a day (1) ... Every few weeks or less often (4) 

 

End of Block: Third-Most Used Social Media Account  
Start of Block: Block 1 
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 Page 14 of 14 

Q7 If you have a smartphone, check any of the following that apply: 

▢ My smartphone has a PIN or is password-protected  (1)  

▢ I have enabled fingerprint unlocking on my smartphone  (2)  

▢ I have enabled face unlocking only my smartphone  (3)  

▢ My smartphone is “jailbroken” or “rooted”  (4)  

▢ If I haven’t been using it for a few minutes, my phone locks itself.  (5)  
 
 
 
Q8 On a scale of 1 to 5, how concerned are you about your online privacy? 

o 1 (Not concerned at all)  (1)  

o 2  (2)  

o 3  (3)  

o 4  (4)  

o 5 (Extremely concerned)  (5)  
 

End of Block: Block 1  
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A.4 Interview Themes

• Possessions

– What the participant typically carries (e.g., wallet, backpack, briefcase,
purse) and the typical contents of that item

– Practices for safeguarding wallet/purse/briefcase while at work/school

– Security of the participant’s home mailbox and who can access it

• Important Documents

– Who can access the participant’s sensitive/personal documents or could
obtain the information written on these documents (e.g., birth certificate,
passport, health card, driver’s license, passport, SIN)

– Whether the participant destroy documents with personal/sensitive infor-
mation before discarding them (e.g., medical records, financial documents,
bills, envelopes with your address, etc.)

– Circumstances where they have presented documents to someone else or
an organization (e.g., health card, birth certificate, passport, tax records)

• Technology

– What types of authentication the participant uses on their devices (e.g.,
password on laptop, fingerprints on smartphone)

– Whether someone else could unlock their smartphone (e.g., this person
knows the passcode or has a registered fingerprint on the device)

– Whether the participant conducts certain activities on their smartphone
(e.g., financial management, password management, photo storage)

– Whether the participant has ever had their credentials or phone stolen and
what happened afterwards

– Whether the participant has used their smartphone as a digital wallet (e.g.,
Apple Pay, Google Pay)
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– If the government released an app where you would enter your personal
information in exchange for a digital ID on your smartphone that can used
instead of other forms of official ID, how likely would you be to use it?
Why?
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A.5 General Questions (Social Media)

 

Appendix F — Session Forms and Interview Themes 
 

General Questions (Social Media) 
 
Most Used Social Media Account 

 
The researcher will write down the participant’s anonymous identifier (e.g., P1): 
________________________ 

 
The researcher will write down the name of the social media app or website (e.g., 
“Facebook” or “LinkedIn”) here: ________________________ 

 
Please navigate to your account’s profile page. If you are not sure how to do this, 
please let me know and I can assist you. 

• How many friends/followers/subscribers do you have? 
________________________ 

 

Depending on the app or website being analyzed, some of these questions may be 
omitted. 
• Please navigate to the settings page for your account and find the privacy 

section. ________________________ 
 

• When did you last look at the privacy settings for this account: within the last 7 

days, within the last 30 days, within the last 12 months, more than a year ago, 
when your account was first created, never, unsure/can’t remember, prefer not 
to disclose? ________________________ 

 
• Who is able to search for your [website or app name] account? 

________________________ 

 
• Who is able to view the contents of your profile on [website or app name]? 

________________________ 

 
• Could someone find you on [website or app name] by using your email? 

________________________ 

 
• Could someone find you on [website or app name] by using your phone number? 

________________________ 

 
• Do you have restrictions on what can be seen by particular friends or can all of 

your friends see the same information? ________________________ 

 
• [website or app name] gives you the ability to grant third-party apps or websites 

access to some of the information on your account. What apps or websites have 
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you granted permission to? ________________________ 
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Second-Most Used Social Media Account 
 

The researcher will write down the participant’s anonymous identifier (e.g., P1): 
________________________ 
 

The researcher will write down the name of the social media app or website (e.g., 
“Facebook” or “LinkedIn”) here: ________________________ 
 

Please navigate to your account’s profile page. If you are not sure how to do this, 
please let me know and I can assist you. 

• How many friends/followers/subscribers do you have? 

________________________ 
 
Depending on the app or website being analyzed, some of these questions may be 

omitted. 
• Please navigate to the settings page for your account and find the privacy 

section. ________________________ 

 
• When did you last look at the privacy settings for this account: within the last 7 

days, within the last 30 days, within the last 12 months, more than a year ago, 

when your account was first created, never, unsure/can’t remember, prefer not 
to disclose? ________________________ 
 

• Who is able to search for your [website or app name] account? 
________________________ 
 

• Who is able to view the contents of your profile on [website or app name]? 
________________________ 
 

• Could someone find you on [website or app name] by using your email? 
________________________ 
 

• Could someone find you on [website or app name] by using your phone number? 
________________________ 
 

• Do you have restrictions on what can be seen by particular friends or can all of 
your friends see the same information? ________________________ 
 

• [website or app name] gives you the ability to grant third-party apps or websites 
access to some of the information on your account. What apps or websites have 
you granted permission to? ________________________ 
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Third-Most Used Social Media Account 
 

The researcher will write down the participant’s anonymous identifier (e.g., P1): 
________________________ 
 

The researcher will write down the name of the social media app or website 
(e.g., “Facebook” or “LinkedIn”) here: ________________________ 
 

Please navigate to your account’s profile page. If you are not sure how to do 
this, please let me know and I can assist you. 
• How many friends/followers/subscribers do you have? 

________________________ 
 
Depending on the app or website being analyzed, some of these questions may 

be omitted. 
• Please navigate to the settings page for your account and find the privacy 

section. ________________________ 

 
• When did you last look at the privacy settings for this account: within the last 7 

days, within the last 30 days, within the last 12 months, more than a year ago, 

when your account was first created, never, unsure/can’t remember, prefer not 
to disclose? ________________________ 
 

• Who is able to search for your [website or app name] account? 
________________________ 
 

• Who is able to view the contents of your profile on [website or app name]? 
________________________ 
 

• Could someone find you on [website or app name] by using your email? 
________________________ 
 

• Could someone find you on [website or app name] by using your phone number? 
________________________ 
 

• Do you have restrictions on what can be seen by particular friends or can all of 
your friends see the same information? ________________________ 
 

• [website or app name] gives you the ability to grant third-party apps or websites 
access to some of the information on your account. What apps or websites have 
you granted permission to? ________________________ 

 
  



134

A.6 Social Media Checklist

Page 5 of 10 
 

 
PII Checklist for Social Media Exercise 

Participant’s Anonymous Identifier  

Personally Identifiable Information 

Most 
Used 
Social 
Media 
Account 

Second-
Most Used 
Social 
Media 
Account 

Third-
Most 
Used 
Social 
Media 
Account 

First Name 
   

Middle Names 
   

Last Name 
   

Gender 
   

Street Address (current) 
   

City (current) 
   

Province (current) 
   

Postal Code (current) 
   

Is your current address different from the place 
where you have lived the longest? (If 

participant replies yes, check for the next four 
PII elements.) 

Circle one: YES / NO 

Street Address (where lived the longest) 
   

City (where lived the longest) 
   

Province (where lived the longest) 
   

Postal Code (where lived the longest) 
   

Email Address 
   

Phone Number (Home) 
   

Phone Number (Mobile) 
   

Place of Birth 
   



135

Page 6 of 10 
 

Nationality 
   

Year of Birth 
   

Month of Birth 
   

Day of Birth 
   

Clearly Identifiable Photo(s) of You  
   

Marital Status 
   

Employer or School 
   

Job Title 
   

License Plate Number 
   

Car Make 
   

Car Model 
   

Car Year 
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A.7 Search Queries

• First and last names (in quotes); full name (in quotes) (e.g., “jane doe” OR

“jane emily doe”)

• Name; current city; city resided in the longest (e.g., jane doe ottawa OR

toronto)

• Name; current or most recent employer (e.g., jane doe air canada)

• Name; current or most recent school (e.g., jane doe carleton university)

• Primary email address (in quotes), typical username (in quotes)
(e.g., “jane.doe@gmail.com” OR “janedoe123”)

• Your phone number; your longest-held phone number (e.g., 6135551234 OR

4165551234)
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A.8 Search Checklist

Page 8 of 10 
 

 

PII Checklist for Search Results Exercise 

Participant’s Anonymous Identifier  
 

Search Term # 

Personally Identifiable Information 1 2 3 4 5 6 

How many results are on the first page? 
      

How many results on the first page are about 
you? 

      

First Name 
      

Middle Names 
      

Last Name 
      

Gender 
      

Street Address (current) 
      

City (current) 
      

Province (current) 
      

Postal Code (current) 
      

Is your current address different from the 
place where you have lived the longest? (If 

participant replies yes, check for the next four 
PII elements.) 

Circle one: YES / NO 

Street Address (where lived the longest) 
      

City (where lived the longest) 
      

Province (where lived the longest) 
      

Postal Code (where lived the longest) 
      

Email Address 
      

Phone Number (Home) 
      

Phone Number (Mobile) 
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Page 9 of 10 
 

Place of Birth 
      

Nationality 
      

Year of Birth 
      

Month of Birth 
      

Day of Birth 
      

Clearly Identifiable Photo(s) of You  
      

Marital Status 
      

Employer or School 
      

Job Title 
      

License Plate Number 
      

Car Make 
      

Car Model 
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A.9 Debriefing

What are we trying to learn in this research?

This study explores the types of personally identifiable information (PII) that can be
obtained by an attacker when they target an individual. The interview you partici-
pated in as well as the analysis of your social media accounts and web search results
will help us assess the types of personally identifiable information that are obtained
most easily.

None of your personal information was recorded in the researcher’s notes and the
researcher cleared browser data (i.e., browsing history, cookies, caches, and other data)
on the lab computer. If you used a mobile device that was provided by the CHORUS
Lab, the researcher deleted apps that you used (and therefore, any data associated with
those apps). The researcher must have ensured that you witnessed this deletion process.

Why is this important to scientists or the general public?

The results of this study may be used to inform the design of a digital identity so-
lution. The eventual goal is to develop an identity proofing measure that will reject
individuals registering for a digital identity with someone else’s PII. Identity proofing
is an important countermeasure used by many organizations to guard against identity
fraud. Especially in interactions requiring high levels of assurance, identity proofing is
instrumental in preventing damages to individuals as well as organizations. As digital
credentials increasingly replace physical identification documents in everyday scenarios,
it is expected that the results of this research will make a positive contribution to
identity management and computer security. We will share anonymized results with
Bluink, an Ottawa-based company that specializes in software for identity and access
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management.

What are our hypotheses and predictions?

We predict that the personally identifiable information of frequent social media users
will be discovered most easily. Additionally, we predict that the behaviours and
attitudes of participants regarding the safekeeping of their belongings, smartphone
usage, and documents with their personal information will depend on demographic
factors such as age, occupation, and education.

Where can I learn more?

If you are interested in learning more about how to protect yourself against iden-
tity fraud or what steps victims should take, you may consult resources from the
Government of Ontario (https://www.ontario.ca/page/how-avoid-or-recover-
identity-theft) or the Royal Canadian Mounted Police (http://www.rcmp-grc.
gc.ca/scams-fraudes/id-theft-vol-eng.htm)

What if I have questions later?

If you have any remaining concerns, questions, or comments about the experiment,
please feel free to contact
Michael Lutaaya (Principal Investigator), at: michael.lutaaya@carleton.ca,
Dr. Sonia Chiasson (Faculty Sponsor), at: chiasson@scs.carleton.ca (613-520-
2600, ext. 1656).

If you have any ethical concerns with the study, please contact Dr. Andy Adler, Chair,
Carleton University Research Ethics Board-B (by phone at 613-520-2600 ext. 4085 or
via email at ethics@carleton.ca).

Thank you for participating in this research!

This research was cleared by Carleton University Research Board-B Clearance #108764.
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Appendix B

Materials for Usability Study

B.1 Recruitment Poster

�

Participants needed to study a smartphone-
based digital identity app 
To be eligible, you must:  
✓ be at least 18 years of age, 
✓ speak English fluently, and  
✓ own an iPhone or Android smartphone 

We need participants for a study entitled “Usability 
Evaluation of a Smartphone-Based Identity 
Solution.” 

The study will take approximately 90 minutes. You 
will be asked to:  
• try a smartphone-based digital identity app, 
• complete questionnaires, and 
• participate in an interview focusing on identity documents, your experience with using a digital identity, 

and your willingness to use the app.  

You will not be required to use your own identity documents. 

Participants will receive $25 and related parking expenses ($10) if applicable. 

The ethics protocol for this research has been cleared by the Carleton University Research Ethics Board-B 
(CUREB-B Clearance #109170). If you have any ethical concerns with the study, please contact CUREB-B at 
613-520-2600 ext. 4085 or ethics@carleton.ca 

If interested, please email Michael Lutaaya at 
michael.lutaaya@carleton.ca 

Study: Sm
artphone-based 

Identity App 
m

ichael.lutaaya@
carleton.ca

Study: Sm
artphone-based 

Identity App 
m

ichael.lutaaya@
carleton.ca
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carleton.ca
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B.2 Screening Questionnaire Materials

B.2.1 Consent Form

Title: Usability Evaluation of a Smartphone-Based Identity Solution
Funding Source: NSERC Discovery Grant
Date of ethics clearance: August 31, 2018
Ethics clearance: CUREB-B Clearance #109170 (expires July 31, 2019)

This is a study on the usability of a smartphone-based identity solution known as
eID-Me. This study aims to (1) establish which identity documents individuals have
access to and which are best suited for identity verification, (2) evaluate the usability
of eID-Me, and (3) collect feedback about the concept of digital identities. The
lead researcher for this study is Michael Lutaaya. He is working under the
supervision of Dr. Sonia Chiasson in the School of Computer Science.

This study is done in collaboration with Bluink, an Ottawa-based company that
specializes in software for identity and access management. We will use the findings to
suggest changes to Bluink that could improve eID-Me’s usability. An employee from
Bluink may observe some of the sessions to better understand any usability issues
with the app. You will be asked whether you agree to have an observer from Bluink
present. You may still participate in the study if you choose no.

The study starts with a 2-minute questionnaire to determine whether you qualify for
the in-person session. You will only be contacted about the in-person session if you
qualify. As such, your responses to this initial questionnaire are associated with your
email address, but not to your data from the session if you participate.
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While the risk involved with completing this questionnaire is expected to be mini-
mal, measures are in place to protect your identity. Qualtrics, the company running
the online questionnaire, stores collected data on secured servers in a secured data
centre based in Canada. Once copied from the survey-hosting server, the data will
be deleted from the server. It will then be stored on the researcher’s encrypted,
password-protected computer. Once the responses have been analyzed to determine
those who qualify for the in-person session, the questionnaire data will be destroyed.
The data will only be accessible by the researchers directly involved in this project.

You have the right to end your participation in the survey at any time, for any reason,
up until you hit the “submit” button. You can withdraw by exiting the survey at
any time before completing it. If you withdraw from the study, all information you
provided will be immediately destroyed.

If you would like a copy of the finished research project, you are invited to contact the
lead researcher (Michael Lutaaya) to request an electronic copy which will be provided
to you.

The ethics protocol for this project was reviewed by the Carleton University Research
Ethics Board, which provided clearance to carry out the research. If you have any
ethical concerns with the study, please contact Dr. Bernadette Campbell, Chair,
Carleton University Research Ethics Board-B (by phone at 613-520-2600 ext. 4085 or
via email at ethics@carleton.ca).

Researchers:

The researchers involved in this research are all from the School of Computer Science
at Carleton University and members of the Carleton Human Oriented Research in
Usable Security (CHORUS) Lab.

Michael Lutaaya, Masters student in Computer Science
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michael.lutaaya@carleton.ca

Khadija Baig, Undergraduate student in Computer Science
KhadijaBaig@cmail.carleton.ca

Research supervisor contact information:

Sonia Chiasson
Associate Professor
School of Computer Science
Carleton University
Tel: (613) 520-2600 ext. 1656
chiasson@scs.carleton.ca

By clicking the “→” button below, you consent to complete this screening questionnaire
as described above.

B.2.2 Questionnaire

1. Email address we should use to contact you to set up a session if selected to
participate: [text field ]

2. What is your gender?

• Male

• Female

• Other

• Prefer not to disclose

3. What is your age?

• Under 18

• 18 – 24
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• 25 – 34

• 35 – 44

• 45 – 54

• 55 – 64

• 65 – 74

• 75 – 84

• 85 or older

4. Choose either the level of education for which you are currently enrolled or the
highest level of education you have completed.

• Elementary school

• High school

• College

• Technical, trade school, or apprenticeship

• Undergraduate degree (Bachelor’s)

• Post-graduate certificate or diploma

• Graduate degree or professional degree

• Other: [text field]

• Prefer not to disclose

5. What is your occupation?

• Student (specify your program of study): [text field]

• Unemployed

• Retired

• Administrative Support (e.g., secretary, assistant)

• Art, Writing, Journalism (e.g., author, reporter, sculptor)

• Business, Management, and Financial (e.g., manager, accountant, banker)
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• Education (e.g., teacher, professor)

• Legal (e.g., lawyer, law clerk)

• Medical (e.g., doctor, nurse, dentist) Science, Engineering, and IT Profes-
sional (e.g., researcher, programmer, IT consultant)

• Service (e.g., retail clerk, server)

• Skilled Labour (e.g., electrician, plumber, carpenter)

• Other (specify): [text field ]

• Prefer not to disclose

6. Do you own a cellphone?

• Yes

• No

7. [If answered “Yes” to “Do you own a cellphone?”]: Which of the following best
describes the type of cell phone that you have?

• Android

• iPhone

• Windows

• BlackBerry

• Symbian

• Other smartphone

• Other non-smartphone

• Not sure

• Prefer not to disclose

8. If you are selected to participate, do you agree to have an employee from Bluink
attend your session in order to observe how you use the app and the issues that
you may encounter?



148

• Yes

• No
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B.3 Session Materials

B.3.1 Consent Form

CUREB-B Clearance #109170 

Page 1 of 3 
This document has been printed on both sides of a single sheet of paper. 

Please retain a copy of this document for your records. 

 
 

Consent Form (Session) 
 
Title: Usability Evaluation of a Smartphone-Based Identity Solution 

 
Funding Source: NSERC Discovery Grant 
 

Date of ethics clearance: July 31, 2018 
 
Ethics Clearance for the Collection of Data Expires: July 31, 2019 

 
I, ______________________________________, choose to participate in a study 
on the usability of a smartphone-based identity solution known as eID-Me. This 

study aims to (1) establish which identity documents individuals have access to and 
which are best suited for identity verification, (2) evaluate the usability of eID-Me, 
and (3) collect feedback about the concept of digital identities. The lead 

researcher for this study is Michael Lutaaya. He is working under the 
supervision of Dr. Sonia Chiasson in the School of Computer Science. 
 

 
This study will last 90 minutes and you will complete four activities: (1) answer a 
pre-test questionnaire; (2) try the eID-Me app to create and use a digital identity 

(3) answer a post-test questionnaire; and (4) participate in an interview focusing 
on your use and opinion of eID-Me and digital identities in general.  
 

This study is done in collaboration with Bluink, a for-profit company based in 
Ottawa that specializes in software for identity and access management. eID-Me is 
a product of Bluink and we will use the findings of this study to suggest changes to 

Bluink that could improve eID-Me’s usability. 
 
If you provided consent, an employee from Bluink may sit in on your session to 

observe how you use the app and to see the usability issues that you discover. 
 
To participate in this study, you must meet the following criteria: 

• Be at least 18 years old 
• Speak English fluently 
• Own an iPhone or Android smartphone 

 
During your session, the app generates a log file for the researcher that describes 
how you used the app. The researcher will also take notes of their observations by 

typing on a computer. Additionally, with your consent, the session will be audio-
recorded to help with accurately capturing your comments. The recordings will be 
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encrypted and will be deleted after one year. If you do not want to be audio-
recorded, you can still participate and the researcher will type notes instead. 

 
Privacy: Research data will use a pseudonym assigned to you (e.g., P1, P2, P3) but 
no master list will be kept that would allow your pseudonym to be directly linked to 

you. All data will be stored on an encrypted, password-protected computer that is 
only accessible by the researchers directly involved in the study. Any paper 
documents (e.g., consent forms, compensation receipts) will be kept in a locked 

cabinet at Carleton University that is only accessible by the research team. 
 
Your data will be stored and protected by Qualtrics on Toronto-based servers but 

may be disclosed via a court order or data breach. The participant’s pseudonym will 
be used to link together their responses but no IP addresses will be recorded. Once 
copied from the survey-hosting server, the data will be deleted from the server. It 

will then be stored on the researcher’s encrypted, password-protected computer. 
 
Bluink’s servers perform identity verification on the information that you submit 

through eID-Me, however, the researcher will provide mock identity documents for 
you to use. These documents do not contain your personal information. As such, 
none of your personal information is sent to servers and the digital identity that will 

be created will be based on the information contained on the mock documents. 
 
Withdrawal: You have the right to end your participation in the study at any time, 

for any reason, up until the end of your scheduled session. If you withdraw from 
the study before it ends, all information you have provided will be immediately 
destroyed. Additionally, during any of the questionnaires or interviews, you have 

the right to decline answering any of the questions. 
 
Compensation: As a token of appreciation, you will receive $25 in cash and, 

associated parking expenses ($10) if applicable. If you withdraw from the study, 
you will still be compensated the full amount. 
 

Data use: Once the project is completed, electronic research data will be kept and 
potentially used for other research projects on this same topic. Consent forms will 
be shredded after one year. Results may be used in publications or presentations. 

Any data that is retained or published will use pseudonyms only and will not be 
attributable to you. 
The results of the questionnaire, transcriptions of the session, log files, and the 

researcher’s notes may be shared with Bluink. This data will already be using the 
pseudonyms described above. Audio recordings of the session will not be shared 
with Bluink. 

 
Follow up: If you are interested in our future studies on digital identity, you can 
provide an email address at the end of the session. We will email you information 
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about these studies when we are looking for participants. Your email address will 
not be provided to Bluink. 

 
If you would like a copy of the finished research project, you are invited to contact 
the researcher to request an electronic copy be provided to you. 

 
The ethics protocol for this project was reviewed by the Carleton University 
Research Ethics Board, which provided clearance to carry out the research, CUREB-

B Clearance #109170. Should you have any ethical concerns with the study, please 
contact Dr. Bernadette Campbell, Chair, Carleton University Research Ethics Board-
B (by phone at 613-520-2600 ext. 4085 or by email at ethics@carleton.ca). For all 

other questions about the study, please contact the researcher. 
 
Researcher contact information:  Supervisor contact information: 

Michael Lutaaya 
Master’s student      Dr. Sonia Chiasson 
michael.lutaaya@carleton.ca     School of Computer Science 

     Carleton University 
Khadija Baig      (613) 520-2600 ext. 1656 
Undergraduate assistant    chiasson@scs.carleton.ca 

KhadijaBaig@cmail.carleton.ca    
 
Do you agree to be audio-recorded during the session:    ___Yes ___No 

 
Do you agree to have an observer from Bluink present:   ___Yes ___No 
 

I will not disclose or discuss with anyone the proprietary information that 
I am granted access to or may encounter. This includes, but is not 
limited to, Bluink’s product designs, product plans, software, technology, 

and know-how process, interactive features, interfaces, inventions, and 
other intellectual property. I also acknowledge that I may be quoted (no 
images, audio, or video) in Bluink’s marketing materials and I will be 

credited anonymously with an identifier such as “User Testing 
Participant.” 

 

INITIALS 

 

________________________     ______________  
Signature of participant      Date 
 

 
_______________________     ______________  
Signature of researcher      Date 
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B.3.2 Pamphlet

How to Use eID-Me 
Ontario digital identity on your smartphone


① Get Your Registration Code 
Check your email for your registration code.


② Add Your Identity Info 
Verify your identity by adding documents like a 
driver’s license or a passport.


③ Use Your Smartphone Instead 
of Identity Cards 
Show your digital identity’s QR code in person. 
Approve or deny requests for your personal 
information and choose what gets revealed.


④ Sign in to Online Services with 
Your Smartphone 
Enter your eID (username) on a supported 
website. Approve the sign-in from your 
smartphone. No passwords needed.



153

B.3.3 Identity Documents Provided to Participants

(a) Ontario driver’s license (front) (b) Ontario driver’s license (back)

(c) Ontario health card (front) (d) Ontario health card (back)

(e) Social Insurance Number (SIN) card (f) Ontario birth certificate

(g) Canadian passport

Figure B.1: Sample identity documents provided to participants
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B.3.4 Pre-Test Questionnaire

1. Please enter your Participant ID: [text field]

2. What is your gender?

• Male

• Female

• Other

• Prefer not to disclose

3. What is your age?: [text field ]

4. Choose either the level of education for which you are currently enrolled or the
highest level of education you have completed.

• Elementary school

• High school

• College

• Technical, trade school, or apprenticeship

• Undergraduate degree (Bachelor’s)

• Post-graduate certificate or diploma

• Graduate degree or professional degree

• Other: [text field]

• Prefer not to disclose

5. What is your occupation?

• Administrative Support (e.g., secretary, assistant)

• Art, Writing, Journalism (e.g., author, reporter, sculptor)

• Business, Management, and Financial (e.g., manager, accountant, banker)

• Education (e.g., teacher, professor)
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• Legal (e.g., lawyer, law clerk)

• Medical (e.g., doctor, nurse, dentist) Science, Engineering, and IT Profes-
sional (e.g., researcher, programmer, IT consultant)

• Service (e.g., retail clerk, server)

• Skilled Labour (e.g., electrician, plumber, carpenter)

• Student (specify your program of study): [text field]

• Unemployed

• Retired

• Other (specify): [text field ]

• Prefer not to disclose

6. When you are awake, what percentage of the time is your phone within reach
and operable?: [text field]

7. Which of the following best describes the type of cell phone that you have?

• Android

• iPhone

• Not sure

8. Which of the following methods have you used to make a mobile payment with
your smartphone? Check all that apply.

� Holding my smartphone near a payment reader to pay for a good or service
(e.g., Apple Pay)

� Using my smartphone’s camera to scan a barcode in order to pay for a
good or service

� Displaying a barcode on my smartphone’s screen for scanning in order to
pay for a good or service

� Using the card information stored on my smartphone to pay for a good or
service inside of an app
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� Using the card information stored on my smartphone to pay for a good or
service on a website

� Completing a person-to-person payment through a mobile app (e.g., PayPal,
Scotiabank app, e-transfer)

� Other

� Never used any

9. [If did not answer “Never used any” for “Which of the following methods have
you used to make a mobile payment with your smartphone?”]: How often do
you use your smartphone for mobile payments?

• Every day

• Several times a week

• Once a week

• 1–3 times a month

• Less than once a month

10. [If answered “Never used any” for “Which of the following methods have you
used to make a mobile payment with your smartphone?”]: Why don’t you use
your smartphone for mobile payments? Check all that apply.

• I prefer using cash

• I prefer using my physical debit or credit card

• I didn’t know about this functionality

• My smartphone doesn’t support this

• My bank doesn’t support this

• I’m concerned about security / privacy / phone being stolen.

• Other

11. To prevent fraud, eID-Me will rely on personal information that can be verified
with the government or third parties. Read each of the statements below and
check all that apply.
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� I own a valid Ontario driver’s license.

� I own a valid Ontario health card (OHIP).

� I own a valid Canadian passport.

� I own a valid Ontario Photo Card. (An Ontario Photo Card is government-
issued identification for Ontario residents who don’t have a driver’s license.)

� I have a valid Social Insurance Number (SIN).

� I have a birth certificate from a Canadian province or territory.

� I have a valid Certificate of Indian Status.

� The bill from my cell phone company (e.g., Rogers, Bell, Telus) is in my
name.

� The address on my cell phone bill is different than the address on my
driver’s license.

12. Which of the following best describes how often you are asked for government-
issued ID (e.g., driver’s license, Ontario Photo Card, passport, etc.)?

• Daily

• A few times per week

• A few times per month

• A few times a year

• Rarely or never

13. How likely are you to use a digital identity in the following situations?

What is digital identity?
A digital identity is the electronic equivalent of traditional identity documents
such as driver’s licenses or passports.

Digital identities can be used in person (e.g., proving age to buy alcohol)
or online (e.g., signing in to a website instead of entering a username and
password).
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Extremely
unlikely

Somewhat
unlikely

Neither
likely nor
unlikely

Somewhat
likely

Extremely
likely

To sign in to a
website

◦ ◦ ◦ ◦ ◦

To prove your
identity to law
enforcement

◦ ◦ ◦ ◦ ◦

To prove your
identity to a
business requiring
proof of age (e.g.,
entering a bar or
casino, buying
alcohol)

◦ ◦ ◦ ◦ ◦

To access health
care services

◦ ◦ ◦ ◦ ◦

14. How likely are you to use a government-approved smartphone app as your ID
instead of traditional ID cards?

• Extremely likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Extremely unlikely

15. Have you ever used password management software on your smartphone? (e.g.,
LastPass, 1Password, iCloud Keychain, storing passwords with Google Chrome)

• Yes
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• No

B.3.5 Post-Test Questionnaire

1. Please enter your Participant ID: [text field]

2. After having used the app, how likely are you to use a government-approved
smartphone app as your ID instead of traditional ID cards?

• Extremely likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Extremely unlikely

3. After having used the app, how likely are you to use a digital identity in the
following situations?

What is digital identity?
A digital identity is the electronic equivalent of traditional identity documents
such as driver’s licenses or passports.

Digital identities can be used in person (e.g., proving age to buy alcohol)
or online (e.g., signing in to a website instead of entering a username and
password).

Extremely
unlikely

Somewhat
unlikely

Neither
likely nor
unlikely

Somewhat
likely

Extremely
likely

To sign in to a
website

◦ ◦ ◦ ◦ ◦
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Extremely
unlikely

Somewhat
unlikely

Neither
likely nor
unlikely

Somewhat
likely

Extremely
likely

To prove your
identity to law
enforcement

◦ ◦ ◦ ◦ ◦

To prove your
identity to a
business requiring
proof of age (e.g.,
entering a bar or
casino, buying
alcohol)

◦ ◦ ◦ ◦ ◦

To access health
care services

◦ ◦ ◦ ◦ ◦
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4. For each statement, please select the option that best describes how you feel
about the statement.

Very
difficult

Difficult Neither
difficult
nor easy

Easy very easy

The language used
in the app was
______ to
understand.

◦ ◦ ◦ ◦ ◦

I think that the app
was ______ to
use.

◦ ◦ ◦ ◦ ◦

I think that the app
was ______ to
navigate.

◦ ◦ ◦ ◦ ◦

I think using the
app to sign in to a
website was
______.

◦ ◦ ◦ ◦ ◦

I think using the
app to prove my
identity in person
(e.g., at a hospital)
was ______.

◦ ◦ ◦ ◦ ◦
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5. For each statement, please select the option that best describes how you feel
about the statement.

Very
unappealing

Unappealing Neither un-
appealing
nor
appealing

Appealing Very
appealing

Visually,
the app was
______.

◦ ◦ ◦ ◦ ◦

B.3.6 Interview Questions

Smartphone Questions

• Several times a year, updates to Android/iOS (the operating system that’s
running on your smartphone) are made available. Note that this is different
from updates to the apps on your phone. How often do you update your phone’s
operating system? As soon as you see that an update is available? When it’s
convenient for you? Never?

• Do you have your smartphone with you? Can you check what version of
Android/iOS is installed on your smartphone?

Digital ID Questions

• In general, what are your thoughts about using a form of digital ID instead of
traditional ID cards?

• What do you see as the advantage of using digital IDs?

• Do you have any concerns about using digital IDs?

• Are there instances where you would be particularly comfortable or uncomfort-
able in using digital IDs?
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• Who should be responsible for managing a digital ID system?

• From your understanding, how does a digital ID system work? Who has access
to your information? When? Who is determining whether you can access a
service?

App-Specific Questions

General

• Is there anything that you would add or change about the app?

• Did you find anything about the app confusing?

• Are there other things that you would like this app to do?

• Is there anything specific that you liked about the app?

• Is there anything specific that you did not like about the app?

• If this app was backed by the Ontario government, how likely would you be to
use it?

• If this app was developed a for-profit company, how likely would you be to use
it?

Registration

• Now that you have used the app, would you have picked different documents to
use for registration? Why?

• Are there documents that weren’t listed in the app that you would have liked to
use during registration?

• What did you think of the process for submitting the identity documents into
the app? Did you find anything about the scanning process difficult?



164

Usage

• What did you think about the using your identity to sign in to the website?
Would you ever use this feature?

• What did you think about using your identity and the QR code to prove your
age? Would you ever use this feature?

• When you were using your identity to sign in to the website and to prove your
age, you were able to see what information was being requested and when some
of the information was optional, you could choose whether or not to share that
information. What were your thoughts on how this worked?
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B.4 eID-Me: Architectural Overview

Biometric 
Face Recognition

eID-Me App

 Registration Service Identity ServiceBluetooth 
USB Device

Relying Party’s 
POS Terminal

Mobile Push 
Notification Services

Third-Party Identity 
Verification Services

Government 
Databases

Relying Party’s 
Web Application

Registration 
Authority

1

2

3 4

5 6

7

8

9

10

11

Figure B.2: Architecture diagram for eID-Me. Adapted from internal documents
provided by Bluink.

Table B.5: Descriptions of system components for eID-Me. Adapted from internal
documents provided by Bluink.

# Component Description

1 eID-Me App Smartphone app running on the user’s device.

2 Registration Service Server operated by Bluink that receives proofs of
identity from the user and, upon verification,
sends the certificate to the user’s device. This
server also corroborates submitted identity claims
with government databases and identify
verification services to compute a strength of
identity proofing score.

3 Registration Authority Server operated by Bluink dedicated to the signing
and issuing of digital certificates. The Registration
Service communicates with this server to request a
digital certificate with the user’s identity claims.
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Table B.5 (continued)

# Component Description

4 Biometric Face
Recognition

Server operated by Bluink dedicated to analyzing
submitted images of faces for the purpose of
verifying the identity of the person in the image.
The Registration Service communicates with this
server to obtain information about the credibility
of submitted images.

5 Government Databases Records maintained by the government
departments (e.g., Ministry of Transportation of
Ontario) that can be used to corroborate
submitted identity claims. The Registration
Service consults these databases as part of
computing the strength of identity proofing score.

6 Third-Party Identity
Verification Services

A service offered by firms from the private sector
(e.g., Securefact [111], TransUnion [123]) whereby
an individual’s identity claims are verified against
a variety of data sources, such as credit bureaus,
records with mobile network operators, and active
fraud alerts.

7 Bluetooth USB Device A USB accessory that facilitates communications
between the user’s device smartphone and POS
terminal.

8 Relying Party’s POS
Terminal

System used by the relying party to request
identity attributes from the user.
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Table B.5 (continued)

# Component Description

9 Identity Service Server operated by Bluink that enables websites to
rely on the eID-Me service for authentication
(identity provider). The relying party’s web
application communicates with this server to
request specific identity attributes from the user
with eID-Me acting as the intermediary.

10 Relying Party’s Web
Application

Web application operated by the relying party that
communicates with the Identity Service to request
identity attributes from the user.

11 Mobile Push Notification
Services

Services offered by mobile platform operators that
enable mobile app developers to send push
notifications to their users (e.g., Apple Push
Notification Service, Google’s Firebase Cloud
Messaging).
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B.5 eID-Me: Sequence Diagrams

B.5.1 Registration

eID-Me App Registration 
Service

Government 
Databases

Identity 
Verification 

Services

Send device ID 
and user-provided 
registration code 

Confirm code is 
validTells app code was 

valid

User enters PII

Submit PII to 
service

Notify app of 
passing score

Generate key pair

Send public key

Send certificate

Check gov’t DBs 
for matching PII

Information about 
matching PII

Checks third-party 
identity verification 
services for 
matching PII

Information about 
matching PII

Compute SIP score

Generate 
certificate

Delete PII

Figure B.3: Sequence diagram for registration. Adapted from internal documents
provided by Bluink.
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B.5.2 In-Person Authentication

POS TerminaleID-Me App Bluetooth USB 
Device

Barcode 
Scanner

User

Taps “Use my 
Identity”

Shows QR code 
with nonce to user

Presents QR code 
to scanner

Displays requested 
claims

Approves 
requested claims

Scans for 
Bluetooth devices 
advertising with 
the nonce

Starts advertising 
with nonce

Connects to POS 
terminal via 
Bluetooth device

Requests identity 
claims

Terminates 
connection

Shares requested 
claims with POS 
terminal

Tells nonce to POS

Tells nonce to 
Bluetooth USB 
device

Turn off Bluetooth 
device

Figure B.4: Sequence diagram for in-person authentication. Adapted from internal
documents provided by Bluink.
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B.5.3 Online Authentication

Identity Provider 
(IP)

Relying Party 
(RP)

eID-Me AppBrowser

User clicks “Log in 
with eID-Me”

Redirects browser 
to IP web page

User submits 
unique identifier 
(eID)

Redirects browser 
to RP with access 
code

Visits RP with 
access code

IP sends 
confirmation code 
for browser to 
display

Provides 
authorization code 
and requests 
access token

User sends 
encrypted 
response

Sends encrypted 
claim request and 
challenge to device 
associated with 
eID

User approves 
request and enters 
confirmation code

Provides access 
token and ID token

Figure B.5: Sequence diagram for online authentication. Adapted from internal
documents provided by Bluink.


