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Abstract 

What convinces users to share information about themselves in an ad-based online world? We 
explore users’ willingness to share data in the context of online behavioural advertising (OBA) and 
tracking prevention tools. We find positive responses for OBA and clear preferences for which 
types of information users would like to disclose. Factors including privacy attitudes and control 
mechanisms impact people’s decisions to share their information with websites. These factors 
yield a discussion of the ad-based business model of the Internet and the balance with user 
preferences. 
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Advertising networks use online tracking to create user profiles based on online activities and preferences without 
consent from users. The main mechanism for online tracking is third-party HTTP cookies by advertising domains [1]. Since 
users directly interact with first-party websites and may be unaware of hidden third parties, the data collection process may 
violate their online privacy. Thus, users’ understanding of online behavioural advertising is critical in helping them protect 
their privacy. Research shows that users’ data sharing willingness is influenced by familiarity with the advertising 
companies [2], the type of first-party website [3], and the third parties collecting the data [4]. We re-investigate users’ 
perceptions of OBA, contributing to the discussion by examining different kinds of first-party websites and incorporating the 
impact of privacy attitudes, privacy practices, and technical background on data sharing willingness. Furthermore, we 
explore users’ understanding of privacy tools and ad-blocking tools. Using an online survey, we collected responses from a 
geographically diverse sample of 368 participants on their willingness to share 24 types of information.  

Our participants showed a relatively consistent willingness to share personal information with websites. Privacy 
fundamentalists were least willing to share any type of information. Participants with technical background showed 
increased willingness to share information for OBA. Tracking-prevention tool (TPT) features also made participants more 
inclined to share data. Overall, participants preferred seeing relevant ads and would share their personal information with 
online advertisers to receive these ads if they could control what information to share and with whom. 

1  Online Behavioural Advertising in Context 
Research by Blase Ur et al. [2] finds that participants deem OBA to be simultaneously useful and invasive to their privacy. 
Participants also had strong concerns about data collection, depending on the context. Elisa Costante et al. [5] show that 
users’ perception of trust varied with application domains and users’ IT related knowledge. In 2014, Emilee Rader [6] finds 
that despite having profound knowledge of first-party data tracking, participants were much less aware of automatic 
collection, collaboration and data aggregation across various websites. 

Lalit Agarwal et. al [7] report that online tracking made users concerned about the content of online ads and how their 
browsing behaviour could lead to embarrassment. Moreover, the authors mention third-party-indifference as a major finding 
since they did not observe a significant difference in participants’ trust levels across first and third-party websites. Yang 
Wang et al. [3] find that the type of first-party website significantly affects people’s willingness to share data.  

Users’ lack of knowledge of tracking prevention tools, as well as usability issues with such tools affect their intentions to 
adopt suitable privacy practices. A survey by Aleecia McDonald and Jon Peha [8] in 2011 suggests a large gap between the 
actual implementation of “Do Not Track” in web browsers and what users expect from it, e.g., stopping complete data 
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collection across websites. Pedro Leon et al. [1] also demonstrate that users misunderstand how tracking prevention tools 
work and mistakenly believe they are protected against tracking. To improve privacy tools for users, William Melicher et al. 
[9] propose design guidelines and explore the use of a classifier to automate privacy settings for users. Jagdish Achara et al. 
[10] argue that the economic ad-based model of the Internet is in danger because of ad-blocking tools. As a solution, they 
provide a browser extension that gives users fine-grained control based on website categories as opposed to the complete 
blocking of all ads.  

In investigating data sharing willingness, Leon et al. [4] explore two versions of a first-party health website. In contrast 
to Agarwal et al.’s results, participants’ willingness to share information is influenced by the privacy practices of the third 
party that collected the data, rather than the first-party site. Because health information is particularly sensitive and unique, 
we investigate whether users truly had no concerns regarding first-party tracking by exploring non-health related websites of 
varying sensitivity.  

2  The Study 
We conducted a between-subjects online study, partially following the research methodology adopted by Leon et al. [4]. We 
recruited participants from around the world using an online crowdsourcing service, CrowdFlower. Participants were 
between the ages 18 and 73 (mean=31.7 and σ=9.5), 27% were female and 72% male. Their occupations varied, but about 
half (49%) had a computer or IT-related background through education or work experience. To avoid biased answers, our 
recruitment material gave no indication that privacy would be a component of this study. This study was approved by our 
institutional Research Ethics Board. We note that the data we collected are self-reported values based on participants’ views 
towards OBA and perceived willingness to share personal information in hypothetical scenarios. We are unable to confirm 
how well this maps to users’ actual behaviour. These limitations are common with several other related studies available in 
the literature.  
Our respondents come from 56 countries. The top geographical location is India (10% of respondents), followed by Canada 
(8%), Venezuela (6%), Serbia (6%), United Kingdom (5%), Spain (5%), Portugal (5%), Vietnam (4%), Turkey (4%), and 
USA (4%). The remaining 46 countries are each represented by 4% or less of participants. 
 

2.2  Structure of the Questionnaire 
Our survey questionnaire covered six parts:  

1. Demographic information  

2. Basic understanding of online advertising  

3. Informational video on OBA [11], along with two test questions to screen out participants who weren’t paying 
attention  

4. Willingness to share 24 types of information. For this part only, participants were evenly distributed into four groups 
and assigned to one type of website: online banking (OB), online shopping (OS), search engine (SE) or social 
network (SN) site. Participants disclosed their willingness to share information with their assigned first-party site  

5. Understanding of tracking prevention tools; and  

6. Privacy attitudes and practices  

In Part 3, we found 32 participants with incorrect answers. Our analysis used responses from 386 participants who passed 
both test questions.  

2.3  Analysis 
We performed statistical tests to identify significant patterns among several data elements we collected. All statistical tests 
assumed a significance level of p<0.05.  

Factor Analysis:  
To investigate how the categories of websites influenced participants’ willingness to share 24 types of information, we 



 

performed factor analyses to reduce these 24 types to a smaller number of output variables. Factor analysis is a process that 
evaluates underlying associations of closely related variables and combines them into a single latent factor. We conducted 
further analysis based on these latent factors instead of the individual variables. 

Our exploratory factor analyses found that 17 data types could be grouped into 4 factors and the remaining 7 data types 
did not conform to any particular factor. As in Leon et al. [4], we considered a variable part of a factor if it had a factor 
loading of at least 0.6 for the particular group, as well as factor loadings under 0.4 for all other groups. We named the 
resultant factors: (1) Demographic Information, (2) Personal Identification Information (PII) & Financial Information, (3) 
Location Information, and (4) Computer Information. We used Cronbach’s alpha (α) value for each factor to estimate the 
internal reliability of the factor analysis test. All four resultant factors had alpha values higher than 0.8, which is the standard 
to support high correlations between group members. We conducted all further analyses using the four resultant factors. We 
created an index variable for each factor by averaging participants’ responses to all the questions included in the factor. 

Westin Index Analysis:  
The Westin Index [12] is a set of three questions designed to quickly segment users into three groups: (1) Privacy 
Fundamentalists, who view privacy as having a high value which they feel very strongly about; (2) Privacy Pragmatists, who 
have strong feelings about privacy but also see the benefits of surrendering some privacy in situations where they believe 
care is taken to prevent the misuse of this information; and (3) Privacy Unconcerned, who have no real concerns about 
privacy or about how other people and organizations use information about them. We found that 30.4% of our participants 
were Privacy Fundamentalists, 45.9% were Privacy Pragmatists and 23.6% were Privacy Unconcerned. This conforms to 
typically observed demographics [12]. We explored how participants’ privacy attitudes influenced their data sharing 
willingness. Where appropriate, we further analysed these correlations according to categories of websites.  

3  Results 

3.1  Practices, Understanding and Perception 
Half of participants were aware of OBA, but most were oblivious to the functionalities of tracking prevention tools. In 
general, participants were dissatisfied with receiving targeted ads based on their online activities. While half of participants 
appreciated the idea of user-customized targeted ads, half (not mutually exclusive) reported generally ignoring current 
targeted ads.  

Practices:  
Participants’ privacy attitudes significantly affected their data sharing willingness for two out of four overall factors: 
personal identification, financial, and demographic data. Privacy fundamentalists were most protective of their information.  

Participants were given a list of privacy-preserving practices and could select all that applied. Most users (>80%) took 
specific steps to preserve their online privacy. The top practice was deleting cookies, followed by refusing to give out 
unnecessary personal information. The third-ranking practice was terminating online transactions when they were uncertain 
about the data retention, followed by reading a website’s privacy policies, and finally, activating the Do Not Track option in 
web browsers or installing tracking prevention tools on their computers (58%). We found that while users are taking steps to 
prevent online data leakage, they use only a subset of available safeguards. 

Understanding:  
Results of open-ended questions showed that 55% of participants could define website advertising. Only 6% of participants 
mentioned that website advertising was beneficial, while others thought it was spam, annoying, and false information. Even 
though almost half of participants had degrees or work experience in computer related fields, we found that overall 
awareness of how targeted ads and privacy protection tools work was relatively low. We asked them to explain how targeted 
ads worked and 46% had partially correct answers. Only 38% of participants could correctly explain how tracking 
prevention tools worked.  

Website Ads and Online Tracking:  
Half of participants agreed that website advertising is necessary to enjoy free services on the Internet, 42% found website 
advertising useful, and 42% believed that website advertising relevant to their interests can save time. However, half also 



 

said that they did not normally notice the ads that appeared on the websites they visited. 
Approximately half of participants were aware of the various tracking capabilities. Nearly one-fifth believed it was 

impossible for online tracking systems to track all websites visited, and some wrongly believed that companies did not track 
individuals’ online activities without users’ permission (27%). More than half of participants correctly assumed that 
advertisers collect their personal information and track their location, visited websites, and online behaviour. 

Targeted Ads:  
Only 23% of participants liked receiving targeted ads reflecting their online activities, while 37% expressed clear dislike, 
and the remainder were neutral. In response to our open-ended question, “Explain what, if anything, would make you feel 
more comfortable with receiving targeted ads?”, participants displayed a variety of reactions, including criticisms for 
currently generated targeted ads. They saw much more value in seeing ads based on their actual expressed interests. This 
was clearly articulated by participants in our study: “Most of the time I get ads that have nothing to do with me, being a girl 
doesn’t mean I’m looking for makeup or trying to get skinny or whatever other stereotyped information that make ads show 
up” or “I’m tired of keep getting ads that I searched over 1 month ago.”  

3.2  Impact of First and Third Parties 
There was no significant difference regarding first parties on participants’ willingness to share data, contrasting Wang et 
al.’s results [3]. Except for online banking (OB), participants were equally concerned between first and third-party tracking. 

Although the type of first-party site did not impact participants’ data sharing willingness, participants do distinguish 
between different types of information. Figure 1 shows participants’ responses based on a 5-point Likert scale across all 
websites. Participants expressed relatively consistent preferences across the four website categories. Approximately half 
were willing to share items at the bottom of the figure and few wanted to disclose items near the top, although it is unclear 
why anyone would want to share details such as their credit card number. More participants were willing to share their 
location information (46%), demographic and computer information (39%) than their personal identification (PII) and 
financial information (13%). These results are consistent with that of Leon et al. [4] with health websites. However, our 
results confirmed that preferences also hold for other types of first-party websites.  

  
Figure 1: Willingness to disclose to a first-party website. 

Concern for First- and Third-Party Tracking:  
In general, participants from the OS, SE, and SN groups expressed approximately equal levels of concern for both first and 



 

third parties. Only participants of the online banking (OB) group expressed increased concern (55%) for third-party tracking 
than for first-party tracking of the OB site (37%). We suggest two possible reasons for this result. First, online banking sites 
generally do not show many online ads compared to other sites so any ads may be viewed suspiciously. Secondly, users 
manage highly sensitive financial data through OB sites, and reasonably wish to avoid third-party tracking of such data.  

3.3  Impact of Tracking Prevention Tool Features 
Participants clearly distinguished between tracking prevention tools and ad-blocking tools, and the majority (55%) 
considered tracking prevention tools more useful than ad-blocking tools (37%). Overall, 72% of participants chose tracking 
prevention tools as their preferred tool over ad-blocking tools. Nearly half of participants, across all websites and 
irrespective of their privacy attitudes, were more willing to share data if they could restrict both first and third parties from 
collecting data, select types of information to share, and customize topics of targeted ads.  

3.4  Other Factors Affecting Willingness to Share 
We conducted post-hoc exploration of other potential factors. Although the statistical analysis is left out of this short article, 
results showed statistically significant differences for the following factors. 

Frequency of Website Visit:  
Frequency of visiting a website significantly influenced overall willingness to share for location data and PII and financial 
data. Daily visitors were more willing (34%) to share location information than infrequent visitors (12%). We also found 
that frequent visitors of search engines (SE) were less likely to share PII and financial data than participants who visited SE 
websites only a few times in the last year. 

Many websites provide location-based selection or search facilities for their client services. Frequent Internet users 
might perceive this as a useful feature and hence be more willing to share these data. However, financial or PII data are too 
sensitive and frequent users appear aware of the risk of online exposure.  

Computer Related Background:  
IT participants were significantly more willing to share their PII data and financial information and computer related 
information than the non-IT users (42% compared to 27%). Similarly, 13% of non-IT participants refused to share computer 
related data compared to 5% of IT participants. It appears that those in computer related fields are more confident in their 
abilities to handle the risk of information leaking and are more willing to share these data. 

Intentions to Explore Online Ads:  
More users who clicked links to explore online ads (25%) would like to receive targeted ads based on their online activities 
than users who did not explore ads (17%).  

We further found significant impact of this intention on participants’ concern for third-party tracking. Users who clicked 
links to explore online ads (52%) knew that they might be at risk and showed increased concern for third-party tracking 
compared to users who did not explore ads (38%). However, participants’ intentions to explore ads did not influence their 
concern for first-party tracking. 

Access to Collected Data:  
We found that 25% of participants were more willing to share information if they were given access to collected data for 
reviewing, editing, or permanently deleting. Interestingly, most participants did not change their data sharing willingness. 
Many of them expressed distrust of such a mechanism. Some did not care for the correctness of their online profiles, and 
others simply did not want their information collected. 

Furthermore, most our participants were unwilling to pay to stop targeted ads (61%) or online tracking (51%). This 
result supports our findings on the impact of tracking prevention tool features and also matches results published in Leon et 
al. [4]. 

3.5  Summary of Results 
To summarize, we identified four factors that greatly influenced participants’ willingness to share various types of PII and 



 

non-PII data (see Table 1): (1) participants’ privacy attitudes, (2) frequency of visiting a specific type of website, (3) 
technical background, and (4) intention to explore online ads. Our participants also showed preferences for the types of data 
they were willing to share online. The choice of first-party websites had no impact on participants’ data sharing willingness, 
confirming the findings by Leon et al. [4], but contrasting those of Wang et al. [3]. 

Some factors influenced a subset of our participants, such as options that allowed access to modify user profiles, and 
tracking prevention tool features to restrict data collection or to select topics for targeted ads.  

  

Table 1: Factors affecting participants’ sharing willingness. 

 Factors Impact Level 
Type of first-party website None 
Control features of tracking prevention tools Moderate 
Access to collected data Moderate 
Privacy attitude High 
Frequency of website visit High 
Computer/IT background High 
Exploring Online ads High 

4  Privacy Concerns: Solutions and Alternatives 
Confirming and extending prior studies [2], [4], [7] we found that the type of first-party website had no major impact on 
participants’ willingness to share data. A recent study contrasts with this finding [3], suggesting the need for future study on 
people’s preferences in relation to website types. Furthermore, participants expressed equal concern for both first and third-
party tracking. Privacy fundamentalists were unwilling to disclose personal, financial, and demographic data for any type of 
website. Other types of data were also of concern to smaller segments of the population; providing opportunity to voice a 
preference would be beneficial in these cases. In response, consent mechanisms should offer some assurance that opt out 
preferences are being observed. 

Other recent work confirms our findings; a 2015 Pew Research survey [13] finds that many Americans are willing to 
disclose information depending on the value being offered and the risk of doing so. Participants displayed a wide range of 
sensitivity to disclosing information, but some information was inherently more private than others.  

We found that a remarkable number of participants were open to targeted ads, if they had some control over what 
information is being collected. Several researchers have recently proposed alternatives to address these issues raised in our 
study. For example, Achara et al. [10] propose a nuanced solution to give users that control without eliminating online ads. 
Their solution allows users to block ads and tracking based on the category of content on a webpage-level because many 
websites combine content of varying sensitivity. This solution is put forth as a compromise between user privacy and the ad-
based economy of the Internet. 

In preventing invasion to privacy while allowing desired tracking, Melicher et al. [9] explore the use of a classifier to 
automatically detect users’ privacy preferences based on the type of website being visited. The researchers propose design 
guidelines to improve existing tools: automate common preferences, give users control in specific situations, and inform 
users about how online activities impact the information that might be inferred about them. Melicher et al. trained a 
classifier to automatically identify the correct privacy preferences in 50% of cases. 

A 2016 literature survey [14] finds that in addition to ad-blocking, other privacy tools also employ other protection 
strategies including obfuscating or sandboxing user data. For example, Adnostic [15] combines obfuscation and sandboxing 
of user data, allowing users to receive targeted ads without revealing their information to third-party trackers. Adnostic 
forms online profiles locally in the users’ browser, based their search and browsing history. Furthermore, it enables ad 
networks to charge the advertisers without knowing which ads were displayed to users. Although this architecture mitigates 
some privacy risks, Estrada-Jiménez et al. [14] argue that by limiting its data sources, Adnostic produces content that is less 
relevant to users, thereby decreasing its attractiveness to advertisers.  

For users who do not want ads altogether, alternative economic models are needed. Tension between the privacy 
concerns and preferences of users and the economic realities of the online world means that this issue is unlikely to be 
resolved soon. When users block ads or behavioural tracking, the revenue potential of visited websites is diminished. Many 



 

sites are fighting the technological advances that give users more control with counter-measures. For example, Facebook has 
recently decided to prevent third-party ad-blocking tools (ABT) [16]. Open-source solutions to counter Facebook’s ABT-
blocking feature are being continuously developed, creating a familiar ongoing struggle between both sides.  

Alternative sources of revenue are possible, including through paid content. However, many users are currently 
unwilling to pay a fee for online content or services. Approximately only half of our survey participants report willingness to 
pay a fee, and other recent polls show similar or lower numbers of users currently accessing paid content [17]. However, 
some early signs suggest a shift in attitudes in the newer generation; 78% of millennials have paid for at least one type of 
entertainment content [18]. However, even in these cases, paid content is typically for “special requests,” viewed as an 
infrequently paid premium or for special types of content, rather than something done for access to all online content. 
Moving to a pay-per-use or subscription model for most online content would lead to a fundamental shift in the nature of the 
web.  

Another alternative economic model is counter-cyclical offering [19] in which content providers offer more free content 
at times of high demand, thus attracting more users and reaping the benefits of advertising revenue. In times of low demand, 
content providers can offer paid options which will cater to the segment of users who are generally willing to pay for content 
regardless of the demand wave. Such an economic model assumes that consumers are diverse in how they value content and 
in their willingness to pay for it.  

5  Conclusions 
The vast majority of users indicate an active intention to preserve their online privacy and our findings reveal that they are 
more concerned about tracking than online ads. While a significant portion of users do not oppose targeted ads, they have 
differing privacy attitudes with complex privacy needs that necessitate usable control mechanisms to meet them. Research 
on privacy attitudes and preferences informs the design of such tools. The complexity of the online economic model 
combined with varied user preferences and tolerance for data sharing suggest that a uniform approach is unlikely to gain 
traction. Ultimately, a hybrid model consisting of several of the above approaches will likely continue for the foreseeable 
future. 
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